Minutes of the 117th GOES DCS Technical Working

  Group Meeting: Wednesday, May 3, 2012
I.   Opening Remarks – Kay Metcalf, DCS Program Manager (NESDIS/DSD)
The 117th meeting of the DCS Technical Working Group (TWG) was held at the National Interagency Fire Center (NIFC) in Boise, Idaho Tuesday, May 3, 2012 and starting at 09:00 AM.  A total of 38 attendees signed the attendance sheets. 

Kay Metcalf introduced herself as the GOES DCS Manager and welcomed everyone to the Boise meeting.  Logistical information was next provided followed by a round of self-introductions.
II.   STIWG Report – Linnea Keating, (USFS).
Linnea Keating who chaired the STIWG meeting in place of Bonnie Wyatt, the SITWG chair who could not attend the Boise meetings, presented a summary of the previous day’s STIWG meeting.

It was decided there is a need for updating the EDDN data source code web page along with a revised list of current contacts.  The updated information is to be supplied to Dan Schwitalla of USGS/EROS for posting on the EDDN/ DCS web site.  There is to be continuation in the RFI effort for the DCP Command project with the goal of getting the DCS manufacturers’ approaches and costing ideas.  The Version 2 Certification Standards transition plan is being developed by Kay Metcalf the DCS Program Manager.  It was reported that the DOMSAT funding is probably adequate for the rest of the current year but future funding is problematical at this time.  Hope was expressed for FY 2013 funding but the potential for using LRIT in place of DOMSAT is looking stronger.  There was a discussion of the next generation of LRIT which is being called HRIT.
The STIWG recommended that the next meeting would be in Virginia Beach, Virginia in October.
III.   High Data Rate Transition Report – Letecia Reeves (NESDIS/DSD).
The HDR PPT presentation is attached containing all the details of the system transition status.  It was reported that the high data rate transition is proceeding smoothly with very good progress and that the auto-detect channels are being used wherever possible. She complimented DCS users for doing such a good job in transitioning to High Date Rate.  There are now 90 HDR channels and 59 Auto-Detect channels that are about evenly distributed over the GOES East and West.    There are 22,851 transmitters with 300 bps assignments and 1,354 x 1200 bps assignments.  There are also 29 LDR 100 bps channels remaining, 14 on the West and 15 on the East with a total of 4335 assignments  Users continue to report a very low percentage of their total DCPs that are low data rate.  A review of the DADDS registration process (12 character password and 4 digit pin) along with the benefits was presented along with the registration URLs https://dcs1.noaa.gov  and https://dcs2.noaa.gov .  The final slide presented comments and characteristics pertaining to batch files.  Letecia’s complete PPT presentation is an attachment on the Web.  
IV.   High Data Rate Discussion - Kay Metcalf, DCS Program Manager (NESDIS/DSD).
Kay Metcalf led a general discussion of DCS HDR status.  It was reported that all random channels have been converted to AutoDetect.  Most users reported that almost all of their 100 bps DCPs have been replaced with 300 bps HDR DCPs.  Users were reminded that May 31, 2013 is to be the end of CS1 deployment; in early June 2013 the AutoDetect channels are to go to 300 bps.  All CS1 equipment is to be removed by May 2023.  Kay next reported on her use of DADDS.  DADDS seems to have a problem with Internet Explorer 9 but does work well with Firefox.  Users reported some problems with DADDS and the NCDC suggested having a DADDS demonstration workshop with hands-on availability for DCS user training at the next meeting in Virginia Beach.  Attendees were informed that vendors are still selling low data rate (100 bps DCPs) but only for foreign use and not for national use
V.  NIFC RAWS Presentation – Robert  Swofford (BLM/NIFC).
The use of the RAWS systems (Remote Automatic Weather Station) in fighting forrest fires and other potential disasters was presented by Rob Swofford.  The systems only require servicing once per year or every 3 years depending on the sensor type. Attendees were reminded how weather is a very important component to safe and effective firefighting.  The RAWS systems have voice reporting in addition to satellite reporting.

Following the RAWS presentation members discussed ways to make the DCS system made visible to upper level NOAA/NESDIS management.  Kay spoke of the document that Ernest Dreyer generated using input from DCS users regarding the criticality of DCS data to life and limb issues.

 VI.   NOAA Report - Kay Metcalf, DCS Program Manager (NESDIS/DSD).
It was reported that there is a continuation of work on DADDS.  Bugs have been fixed and the software manual has been reviewed.  Also an O&M manual has been completed.   Online System Use Agreement is being integrated into DADDS along with ongoing CS2 software updates.  It was emphasized that PDT and contact information are still needed; and users should contact Letecia for any changes that require modifications to the administration page.  The active DADDS login web page was presented next.  
Recent additions to DADDS were offered such as an RSS feed (https://dcs1.noaa.gov)  to which users can subscribe and can be expanded in the future for more functions such as operational announcements.  This will allow the use of smart phones for convenient access.  Google reader was mentioned as one possible application for using the RSS service.  Kay encouraged users to try this service and report how they like it.

It was reported that the final DOMSAT option period will be ending and a new contract award is expected this summer by merging into an additional NOAA contract.  There is a 2012 funding shortfall which Kay is working to solve.  The STIWG will go to the high level management to try to find a solution to the DOMSAT funding problems.

The DADDS power distribution units have been upgraded to include completely redundant power availability.  Implementation of the CS2 transition has begun, and it was reported that multiple manufacturers have received CS2 certification.  Users were again advised that the long interleaver will not function in the CS2 world.  It is planned to move System Use Agreements management to DADDS with the hope of creating a Bulk Download (similar to the old Network List) capability.  Kay mentioned the equipment moves and construction that will be ongoing at the Wallops CDA, the details of which are included in the Wallops report that follows below.  Two DOMSAT failures were reported in April.  The failures were initiated within the SES World Skies equipment which should be corrected by now.  There was a problem with the failover to NSOF during the second event.  A report was presented on the recent GOES 15 outage; with further details to follow in the Wallops report below.  The failure occurred on March 21, 2012 in the afternoon.  It was initially thought to be caused by a corrupted navigation file that caused GOES to go into a “safe” mode.  New commands sent the next day failed to fix the problem.  The following day, March 23, brought success with a manual software override and the programming problem was repaired.  The DCS was able to receive GOES West channels using the East antenna.  Kay estimated that about 60% of the west data were received this way.  It was determined that the reduction of the data lock level to 20 dBm increased the percentage of west data retrieved to 80%.  A brief discussion followed as to whether or not to offset the DCP antenna angles to try to be “seen” by both GOES in the future.  The result of the inputs leads to the conclusion to continue with the current mode of operation and not change the antenna pointing angle.  Kay’s NOAA Power Point presentation is included as an attachment which is available on the DCS TWG web site.
VII.  Wallops/CDA Report – A McMath and Travis Thornton (NOAA/Wallops) 
The entire 26 page Wallops CDA Power Point presentation is attached for viewing.  The presentation was introduced with the picturesque overview of the Wallops CDA which was followed later with construction scenes and antenna configurations taking place in support of GOES-R. 
Spacecraft Configuration: The latest spacecraft constellation was presented with GOES-15 now as prime West and GOES-13 prime East. GOES-14 is in storage at 105 deg. west.  Also, GOES-11 was decommissioned on December 15, 2011.  GOES-12 is due for decommissioning in December 2013.  GOES-12 still has the DCS turned on and is supporting the South American mission. 
DCS
It was noted that DADDS has been on-line since January 2010.  IT Security Authorization and Accreditation was completed on March 31 of this year.  It covers one year and includes Wallops and the NSOF.  The new RSS news feed link that is on the DCS web sites was noted.  The NWSTG data are now being transferred using TCP/IP instead of the former X.25.  The lock threshold has been lowered from 30 to 25 dBm.  This is resulting in about 2500 more messages per day being received.
Wallops LRGS Configuration

There have been no real changes to the LRGS configuration scine the last TWG and Wallops continues to share data with the EDDN.  Users can get LRGS client software at http://dcs1.noaa.gov and http://dcs2.noaa.gov.  Other configuration addresses can be seen on the attached Wallops Report PPT presentation pages. 
LRIT Status
LRIT latency tests have been performed with the NOS in February this year.

Wallops and NESDIS/SSD are working together for use of the Wallops backup in the event of an outage, but the SSD LRIT failover to Wallops is still manual.  The advantages of LRIT to the DCS community were reiterated such as use of a one meter antenna, no recurring costs and the larger GOES satellite footprint.  Slides were next presented that compared the larger GOES geographical coverage with that of DOMSAT.
DOMSAT 

It was reported that the recent DOMSAT failover tests have not worked as well as would be desired.  There is an expectation that if a new DOMSAT contract is enacted that equipment upgrades will occur.  The DOMSAT SES-1 had a frequency change from 11987.2 MHz to 11997.525 on December 16, 2011.

Wallops Equipment Moves
There is to be a major relocation of Wallops DCS components during the week of May 15, 2012 in order to make room for GOES-R equipment along with facility upgrades.  Prior to the work, failover testing of DOMSAT and NWS data to NSOF will be accomplished during the week of May 7, 2012.  For two days, DOMSAT and NWSTG will be supported from NSOF.  Wallops LRGS service maybe interrupted during the 2 days.  Users are encouraged to keep abreast of the status by using the RSS feed or by calling the Wallops 24 hour ‘phone line.’  It was added that critical weather situations could alter the schedule.  The Wallops pilot antennas are due to be relocated during this Fall, so the Goddard backup pilot will be used during the moves with no DCS data interruption.  There are tentative plans for 3 new four meter pilot antennas at Wallops to be installed during Fall 2012.
Wallops Backup

A second pilot still is active at the Goddard site of the Wallops Backup facility.  There is also LRIT and EMWIN equipment that is to be connected to NSOF.
Test Channels

A slide was presented having the frequency and functional descriptions for GOES East and GOES West 300 bps, 1200 bps and 100/300 bps Auto Detect test channels.  The PPT slide is attached.
Miscellaneous Items from the Last TWG Meeting (Phil Whaley)
Vendor proposals were reported to have been reviewed by Phil Whaley and comments forwarded to Warren Dorsey in the fall of 2011.  Warren and Phil also agreed that LRGS source code would be most useful if used as a “value added” stamp for DRGS, LRGS and LRIT paths.  
Phil is in the process of generating a DADDS and interconnections drawing.
GOES-R WCDAS Construction Update

A series of photographs were presented to illustrate the status of construction of GOES-R support activities at the Wallops CDA.  Aerial views of the antenna configurations prior to the new construction were followed by photos of current configurations and activities.

All of the pictures are included in the attached Wallops PPT presentation.
NESDIS Phone Numbers

The final slide presented telephone numbers for the NESDIS NSOF and Wallops CDA staff (included in the attached PPT file) and are included in the attachment.  
GOES-15 Failure (Travis Thornton)   
Travis Thornton presented a verbal description of what it was like to be on duty when the failure occurred.  It has been determined that there was a momentum wheel problem.  Momentum wheels were spun up rather than down following a yaw/flip maneuver and the satellite put itself into a safe mode as it is programmed to do.  A soft reboot was not successful, and a cold restart also required a manual override in order to bring the system back up as was described in Kay’s NOAA Report above.
A discussion of the lessons learned from this event was held.  It was found that DCS East and West data could still be acquired from just one functioning satellite.  The possible reorienting of DCP antennas to allow the use of one satellite if necessary was again explored with pros and cons being expressed.  However, the majority of vendors recommended not adopting a more central aiming of the antennas.  Kay mentioned that DADDS has the ability to filter messages that have excessive power.  Thus the conclusion for now is that there should not be any modifications to the existing antenna configurations.

VIII.  AgriMet (Jama Hamel-BOR/BOISE)

A presentation of the use of DCS DCPs in the AgriMet program was next.  The program is primarily concerned with water conservation in the northwestern U.S.  Many of the regions that they monitor receive less than 20 inches of rain per year.  The AgriMet program is 100% compliant with HDR.  Water balance with crops is determined by measurement and empirical equations with crop models existing for about 50 different crops.  This allows crop producers to save a great deal of money on electrical pumping costs by knowing precisely the amount of water necessary for the crops  Jama illustrated how they keep their measurement accuracy through the comparison of  calibration standards with the field equipment.  An accurate knowledge of water requirement for vegetation types is achieved through their measurements. The entire presentation is included as an attached PPT file.
IX.  DCS Interference Issues -  Brett Betsill (Microcom Design)
The analysis began with several months of NOAA and Microcom backup pilot interference data.  Signal drifting in time is being attributed to solar radiation interference.  The Chilean Tsunami Warning Center DCS data became very unstable in the fall of 2011 which was illustrated with a PPT graph of messages received/missed.  It was noticed that two platforms, one in Hawaii and one in Chile were having similar problems so the reception site as cause was ruled out.  The possibility of a particular satellite was also ruled out after investigation and analyses. The GOES DCS Signal Analyzer (GDSA) developed by Microcom was used to analyze the radio spectrum in detail which lead to close examination of signal amplitude variations.    It was found that Brazilian platforms were also experiencing the same type of behavior.  The problems seemed to be focused in South America.  Eventually, the platform, the receive site and the satellite were eliminated as the cause of the problem.  This then lead to the conclusion of ionospheric scintillation causing the problem. It was noted that we are in a period on strong solar activity and that a solar activity maximum is expected by May 2013.  Precautions for the upcoming period were recommended with letting users know what is happening and the use of data repetition in multiple messages.  Users within 20 degrees of the magnetic equator will be the most affected.  It was also recommended to use pseudo-binary or better yet a binary format.   The continental U.S. should only be affected infrequently.

The complete detailed PPT presentation is attached as a web file.

As a side note from discussions it was found that the Aurora Borealis may be causing the same for our Canadian users during the winter months. 

X.  LRIT Testing at NOS -  Mark Bushnell (NOAA/NOS/CO-OPS)
Mark provided a presentation on LRIT testing conducted at NOS/CO-OPS.  He defined the LRIT system and products that are available in the LRIT data stream http://www.noaasis.noaa.gov/LRIT/.  The pros and cons of using an LRIT system to replace DOMSAT were reviewed.  Some strong points for were the cost reduction or elimination, hemispherical coverage, and small antenna.  Some strong points against were data latency, unknown  reliability and double single points of failure.  Pictures were shown of an LRIT receive system that he uses with a 1.1 meter antenna.  The LRIT Test Plan was shown and it was said that there are two systems: one east and one west.
An example of data latency was presented that showed how system rescheduling could be used to reduce latency to 2-6 minutes.  It was pointed out that DCS data has low priority in the LRIT data stream.  High, medium and low priorities are set at Wallops. Adjusting of the priorities still required a latency of 2 minutes.  A rain fade test was performed for comparison of LRIT with DOMSAT. Rain did not affect the LRIT transmissions.  Future tests and plans were described for immediate and long terms.  Some comments were made at the end of the presentation comparing the future HRIT with the current LRIT.  It was also proposed that perhaps DCS could have its own virtual channel.

It was also pointed out that LRIT system outages have not been quantified yet.

After the presentation, DCS members thought that a latency requirement needs to be set by the users.  It was also mentioned that the DCS data format structure needs to be considered for possible modification prior to going to an LRIT transmission (e.g. the DOMSAT header).

The complete PPT presentation is included with the attachments.
XI.  DOMSAT Long Term Planning - Kay Metcalf, DCS Program Manager (NESDIS/DSD).
Kay presented a PPT slide that summarized characteristics of a new DOMSAT contract and the associated needs such as testing and challenges.  DOMSAT had been thoroughly covered in the preceding meeting hours.  The PPT slide is attached as part of the Minute’s package.
XII.  Version II Status and Next Steps - Kay Metcalf, DCS Program Manager (NESDIS/DSD).
Kay presented two slides to review the CS2 progress and future requirements.  Manufacturers are being certified and transmitters have already been successfully deployed.  Kay commented that the 300 bps transition should be quite easy but that the 1200 bps will not be easy.  New software development is underway for the transition such as for AutoDetect and a new filter.  The CS2 timeline was shown which was covered earlier. 
The PPT presentation is included with the attachments.
XIII.  DCPR Changes for GOES-R - Kay Metcalf, DCS Program Manager (NESDIS/DSD).
Kay presented RF downlink changes that will be implemented for GOES-R.  Frequencies were reviewed and it was noted that no uplink frequencies will change for the GOES-N to the GOES-R, just the downlinks.  Kay asked vendors if this would require hardware changes, and Bret Betsill of Microcom said that it would.
The PPT presentation is attached.

Next Meeting

The next meeting is to be held in October in Virginia Beach, Virginia.  
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