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ALSO SEE: http://www.oso.noaa.gov/poesstatus/                         EMOSS

For changes or comments contact Jeff Devine 301-817-4020


POLAR Spacecraft Status As of: Tues, 09 Dec 03  16:00 EST

(changes from last week in bold border)
	Subsystem/

Component
	NOAA-11H

Standby PM

STIP data only
	NOAA-12D

Standby AM

STIP data only
	NOAA-14J

Standby AM

STIP data only
	NOAA-15K

BACKUP AM

GAC data only
	NOAA-16L

PRIMARY PM

GAC&LAC data
	NOAA-17M

PRIMARY AM

GAC&LAC data

	LAUNCHED 
	09/23/88
	05/14/91
	12/30/94
	05/13/98
	09/21/00
	6/24/02  

	CNTL OBP
	OBP2
	OBP2
	OBP2

 OBP1 inoperative
	OBP2


	OBP2


	OBP2

	BUS
	A-BUS

XSU-1
	B-BUS

XSU-1
	B-BUS

XSU2 (XSU1 inop)
	B-BUS

XSU-1
	B-BUS

XSU-1
	B-BUS

XSU-1

	BUS VETO
	NO
	NO
	NO
	NO
	NO
	NO

	ADACS

 
	RGYRO Mode
(Y, Z-Gyros Failed)  Reduced Gyro S/W. 

X &S gyros only
	YGC Mode
Gyro chans=XYZ

Yaw updates disabled 10/1/03

RGmode=Monitor

Switch to nominal mode/ enable Yaw update on hold 
	Nominal Mode

Rgmode=Disabled

Gyro chans=XYZ

SS check Disabled when mode=YGC 
	Nominal Mode

Rgmode=Monitor

Gyro-3 Off/Anom 

Gyro chans=AAB
	Nominal Mode

Rgmode=Disabled

Gyro chans=AAA

Gyro3 deselected 

Gyro3 TOAR 427
	Nominal Mode

Rgmode=Disabled

Gyro chans=BBB

Seasonal effects on Yaw updates starting to produce larger “swings”



	RXO
	PRI

BU random enables

daily bias +70mSec (control side only)
	PRI

BU random enables

+1000mS on 10/17 

daily ETCUP bias of  +6.5 mS starts 12/10 
	PRI

BU random enables daily bias–7.3 mSec

Plan to update by
 –50 mS and change daily bias to –7 mS on 12/23
	PRI
daily bias -8 mSec
	PRI

Daily Bias –5.1 mSec 

Plan to update by
 –100 mS and change daily bias to –5.5 mS on 12/23
	PRI

Daily Bias –1.7 mSec

Plan to update by
 –100 mS and change daily bias to –3 mS on 12/23


	CLOCK DIV
	2
	2
	2
	2
	2
	2

	MIRP
	ON
	External Synch

Rephase Enabled
	External Synch

Rephase Daily
	External Synch Rephase Daily. 
	External Sync

Rephase Daily
	Internal Synch

Rephase Enabled

	TIP SIDE
	1
	1
	1
	2

Since 4/24/03
	1 

Analog telem drifting
	1

	DTRs
	1A, 2B, 3, 4A Safestate - 2B,
	1, 3, 4, 5B 

Safestate- 1B


	1, 2B, 3A, 5 Safestate- 1B
	1, 2, 3, 4 Safestate 1B EOT

	1,2,3,4A

Safestate 3A

4B TOAR 418 

(STIP only)
	1,2,3,4

Safestate=1B

DTR2-SSR

DTR5  TOAR 420

	VTX

(APT data)
	OFF
	ON #1
137.50 MHZ
Since 12/7/03 
	OFF      

Since 8/14/02 
	#1
137.50 MHZ

N12 Conflict over
	INOP

OFF since 11/15/00
	#2

137.62 MHZ

	BTX
	#2

137.77 MHZ
	#1

136.77 MHZ
	#2

137.77 MHZ
	#1

137.35 MHZ
	#1

137.35 MHZ
	#2

137.77 MHZ

	STX

#1=1698.0 mhz

#2=1702.5 mhz

#3=1707.0 mhz

#4=2247.5 mhz
	 3 – TIP 

 1,2 - Playback
	1 – HRPT;

2,3 - Playback
	3 – HRPT

2, 1 – Playback
	1, 2, 3 - degraded; 

2 Omni–HRPT;

4- Playback 
	1 – HRPT;

2– Playback; 

4 – Playback

3 low power unused
	3 – HRPT    

TOAR424 low power

1&2 Playback
4 – TIP

	POWER

(Array offset, charge and eclipse states, sun angle)
	Array Off  -30

Since 6/19/02

Eclipse all year

Sun angle 76

Downtrend to 71

Batts1,2,3=LRC
VT1,2=6/8

VT3 = 8/11

Charge state safe

trip disabled
	ArrayOff -60
since 7/30/03
FULL SUN

Sun Angle at 22 Uptrend to 25 degs in mid-Jan 04.  

Sun sensor shading

Until 4/1/04
Batts 1&2=LRC

         V/T=4
	Array Off -55

Since 8/21/03
FULL SUN

Sun Angle at 26 

Steady Trend

Batts 1-3= LRC

Batts 1&3V/T=8/11

 Batt2 VT=9/11 )

Shunt Degraded 
	Array Off  -45

Since 1/25/01

FULL SUN

Sun Angle at 17 Uptrend to 18 in mid-Dec

Batts 1-3= LRC

V/T=7/9
	Array  Off -40

Since 7/16/02

Eclipse all year

Sun Angle  55
UpTrend to 59 in mid Feb 04

Batts 1-3= LRC

V/T=4/8


	Array Off. –35
Since 7/1/02

Eclipse all year

Sun Angle at 67

Down trend to 60 early Feb 04
Batts 1-3= LRC
V/T= 4/8 

High shunt temps

	 AVHRR
	INOP
Failed power supply.  Off  since 1994
	Nominal
	DEGRADED

Scan motor erratic performance STATUS=RED
	Nominal

Rare Scan motor surges. Last 

Incident  8/9/03
	Recovering Scan motor surges. Last surge 11/11/03

Chan 3B only. 
	Nominal
3A-B switch enabled

	AMSU-A1


	
	
	
	ON

Ch14 inoperative

Ch11 inoperative


	ON
TOAR 415 on primary PLLO chans 9-14  bias shift.

TOAR 417 on Backup PLLO inop
	OFF/INOP

Since 10/30/03

Inoperable Red in status. Survival heat on.  TOAR 431 

	AMSU-A2
	
	
	
	ON
	ON 
Space Position-2


	ON

	AMSU-B 
	
	
	
	ON

Bias in All Chans.  

Motor current surges, most recent 11/20/03
	ON 

Space Position-3


	ON

	HIRS
	OFF

Filter Wheel Failed
	INOP

Filter Wheel turned OFF 10/17/02.  Electronics On
	ON

Operational
	Recovering

FW mode=Hi Powr
FW current erratic

Major surge 6 Dec

FW Heaters turned On 12/6 turned off 12/8   FW Synch, Period monitor and imagery affected.  Improved 12/8/03 
	ON

Nominal


	ON

1 Pixel cross track  misalignment .

	MSU
	INOP

OFF, Antenna Failed
	INOP

Scan Motor OFF  since 3/12/03

Electronics ON.  
	ON

Scan motor and antenna problems
	
	
	

	SSU
	ON
	
	ON
	
	
	

	DCS
	ON
	ON
	ON
	ON
	ON

Nominal
	ON

Nominal

	SARR
	ON 

Low signal
	
	ON
	ON-A

All AGC Mode
Intermittent failures for 243MHz  A&B 
	ON-A

All AGC Mode

(B-side in FG mode)

243 MhZ INOPERATIVE.
	ON-A

Nominal 

All AGC Mode 


	SARP
	ON

Nominal
	
	OFF

Failed Power Supply
	ON

Nominal

RCVR B/W = 2
	ON 

Nominal

RCVR B/W = 2 
	ON

Nominal

	SEM
	
	ON 

Elec-CH-HVPS=4

Prot-CH-HVPS=0


	ON 

Elec-CH-HVPS=0

Prot-CH-HVPS=0

1 of 4 Telescopes inoperative
	ON 

Nominal 

E-CDEM-HVPS=2

P-CDEM-HVPS=0
	ON

Nominal 

E-CDEM-HVPS=5

P-CDEM-HVPS=4
	ON

Nominal

E-CDEM-HVPS=2

P-CDEM-HVPS=3

	SBUV
	INOP

Grating motor OFF since 5/29/03 

Electronics and Heater remain ON 
	
	Recovering

Major grating drive anomaly
re-occured 11/27.  Recovery ops successful 11/28.

Flex memory 3 (giant step) ops suspended indefinitely on 12/2/03

Reduced operations  started 6/5/03
	
	ON

Backup Diffuser in use since 6/16/03.)

Primary =TOAR 426
antenna deploy anomaly,
AMSU EMI causing erratic Behavior  in PMT cathod, range 3 
	ON

Nominal

Anode Mode 


	SADPOS 


	
	
	
	N/A
	ON 

ENABLED 

Disabled 23 Nov
RE-Enabled 24 Nov 
MFactor =50%
	ON

ENABLED



	THERMAL

Heaters, louvers

TCE’s
	Nominal
	Nominal
	Nominal
	HIRS FW Heater ON 6 Dec 03

OFF 8 Dec 03

TCE24L&25L (HIRS & AVHRR) failed 5/13/98

RCE thermostat failed 5/13/98

Cold season ended, trend reversed 
	Nominal

TCE24 turned off (AVHRR H&L) 9/23/03

AVHRR in warming trend
	TCE3H Batt 2A heater failed ON, turned off 8/26/03  TOAR 428

AMSU-A1 survival heaters on 10/29/03 

	
	N11
	N12
	N14
	N15
	N16
	N17


COMMENTS/CHANGES:

NOAA-11
No changes since last week.  EMOSS engineers continue to participate in NOAA discussions regarding the possibility 

and potential plans for preparing a N11 deactivation from the constellation.  No determination regarding such an operation has yet been made nor is any date currently under discussion.  

NOAA-12.  
EMOSS engineers originally planned to command the N12 ADACS back to nominal mode and re-enable Yaw Updates 

on or about 8 Dec, when the sun angle on the spacecraft rose above 22 degrees (and stopped shading the sun sensor).  However, analysis has revealed that even at 23 degrees the sun sensor is continuing to be shaded despite the fact that the sun angle on N12 has almost reached its peak (24 degrees) for this cycle.  Therefore, EMOSS engineers have concluded (and recommended to NOAA management) that switching back to Nominal mode and re-enabling Yaw updates might not be a prudent response at this time and that the reconfiguration should wait until the “margin of error” improves.  Such an improvement will not occur before 1 April 04 when the sun angle on the spacecraft rises above 24 degrees (coinciding with the onset of the next sun angle uptrend).  Should a return to Nominal mode with Yaw updates  enabled be required, the only other option would be to reduce the solar array offset which would result in additional stress on N12’s already degraded shunts.  Jim Sheperd and Andy Miller are EMOSS POC’s for this issue.  

In order to arrest clock drift on N12 the N12 command clock will be incorporating a daily clock ETCUP bias of +6.5 

mSecs on 10 Dec when the new recursive stored command table is uplinked to the spacecraft.  Jim Sheperd is EMOSS POC.

The RF conflict between N12 and N15 VHS Transmitter #1 (VTX-1 transmitting APT data) ended on 7 Dec and in response, the N12 VTX-1 was turned back on via stored command on that date.  Angelique Riley was EMOSS POC for this operation.

NOAA-14:
The N14 AVHRR scan motor remained anomalous throughout the past reporting period (illustration 1).  PIDES 

remains inoperable for the fourth week in a row so imagery analysis could not be performed by EMOSS engineers.  However, it is safe to assume that there has been no improvement in image quality over the past week.

SBUV was nominal during the past week (illustration 2a&b) although the mini-giant step operation that normally occurs in Flex Memory 3 once per week was not implemented and will not be implemented in the foreseeable future.  The N14 SBUV tiger team plans to re-convene on 18 Dec where it will explore alternative operations concepts for this SBUV.  The primary motivation is to keep this SBUV as healthy as possible for as long as possible since it provides the only backup for the primary spacecraft (N16 &17).  One idea under consideration is to power off this SBUV completely until the N14 orbit reaches a location that is more favorable for ozone measurements (spring of 2004) and then power it back on (The “only use when needed” concept).  Additional concepts are also expected to be brought up at this meeting and no decisions have been made nor are any operations planned for the SBUV beyond that which has been specified above.

The bus voltage on N14 remained steady during the past week although the shunt continues to work a little harder as the sun angle on the spacecraft reaches its peak within the next week (Illustration 3)

N14 Clock update planned for 23 Dec.  In order to maintain N14’s clock offset within the 1 pixel (75 mSec) range, EMOSS engineers are planning a –50 mSec update on 23 Dec.  In addition, to further slow the drift rate on this clock, the daily ETCUP bias will be changed to –7 mSecs (from –7.3). Jim Shepard is EMOSS POC for these updates.

NOAA-15:
After performing somewhat erratically since “recovering” from its last major surge on 20 Nov, the N15 HIRS filter 

wheel current experienced another major surge that started on 6 Dec at 08:00Z.  As occurred on the previous anomaly, this surge was accompanied by elevated temperatures, losses of filter wheel synch, erratic period monitor values and imagery degradation.  At 19:20Z on 6 Dec, EMOSS engineer Will Kent directed an operation to turn the filter wheel housing heater on (in order to try and warm up the lubricant and allow the filter wheel to break through the blockage).  This heater remained on until the synch status and period monitor values returned to near nominal on 8 Dec at 15:30Z after which it was turned back off at 18:35Z.  Since that time, the synch and period monitor values have remained nominal.  However, the filter wheel current continues to operate at higher than has been historically nominal and the temperature remains historically elevated although both parameters continue to show signs of continual improvement (illustration 4).  Imagery analysis by EMOSS engineers was not possible because of the continued PIDES system outage and EMOSS has not received notification in the past 24 hours of recent imagery product quality.  No reconfigurations or other operational plans are currently under consideration to respond to what is beginning to look like a chronic degradation of this HIRS payload.

Both AMSU-B and AVHRR were nominal during the past week.

Progress on increasing the command watchdog timer to 10.5 hours (from 9) continues.  This implementation will be conducted as a software patch with an implementation date sometime in early to mid-Jan 04.  Jon Woodward is EMOSS POC for this reconfiguration.

NOAA-16: 
The N16 AVHRR scan motor current was generally nominal although again less stable than EMOSS engineers would 

prefer (illustration 5).  On the positive side, the synch delta values remain very stable (illustration  6), as are component temperatures (illustration 7) and there have been no reports of imagery degradation (although EMOSS engineers cannot verify with PIDES). Monitoring continues.  

There were no out-of-spec yaw updates experienced by N16 during the past week (illustration 8).  However, since the first of December the yaw update (and error) amplitude has doubled and the updates are now trending significantly higher (and lower) than they have been since the gyro channels were swapped on 29 July 03 (illustration 9).  According to EMOSS ADACS engineer Jim Sheperd, this is not an unexpected situation and has been typical of this value on all spacecraft during the month of December.  Although it has been hypothesized that the earth approaching closest to the sun during December is probably the cause of this seasonality, no documentation explaining the definitive cause has been discovered.  In addition, no comparison can be made with previous N16 yaw update values during this season because this is the first such season for N16 using this gyro channel assignment.  Since this situation has historically not been detrimental to spacecraft health it is not a true cause for concern.  However given the unknowns about this situation it could make an interesting investigation topic for a scientific publication.

N16 Clock update planned for 23 Dec.  In order to maintain N16’s clock offset within the 1 pixel (75 mSec) range, EMOSS engineers are planning a –100 mSec update on 23 Dec.  In addition, to further slow the drift rate on this clock, the daily ETCUP bias will be changed to –5.5 mSecs (from –5.1). Jim Shepard is EMOSS POC for these updates.

In last weeks report it was mentioned that the N16 bus voltage was showing signs of increasing part of which was attributed to an Analog to Digital converter problem and part of which was not so easily understood.  The history graph that illustrated this rise showed a short “surge” on the bus causing the voltage to reach 28.372 volts.  This data was generated by the Greta system (from a PACS HAF file source) but could not be reproduced in PACS itself.  Once again, this week a similar “surge” at this level has appeared in the Greta output while not showing in PACS.  There could be several reasons for this small discrepancy between the two analysis systems including the possibility that one system may be “rounding high” or another may be filtering the value.  EMOSS engineers have been investigating this discrepancy but have yet to determine a cause.  However, to be on the conservative side, any plausible “instability” of this highly crucial value will continue be reported regardless of the system that produced it until the discrepancy can be reconciled in the hope that additional vigilance by all interested parties will result (illustration 10).  Jeff Devine is EMOSS POC for this issue.

NOAA-17:
No new information on AMSU-A1 the past week.  The instrument remains powered off and inoperable.  No new testing is currently planned.  

The N17 shunt continues to run hotter than it ever has before and, contrary to what was indications given last week, has continued to trend higher (illustration 11).  Concerns about this temperature have led to discussions about moving the solar array offset to reduce power generation although no such operation has yet been planned.  Meanwhile the N17 bus voltage was generally stable last week after some small surges the previous week raised concerns that perhaps too much power was being generated in lieu of the AMSU-A1 turnoff.  

HIRS period monitor was “typical” this week with no changes in profile, (improvements or otherwise).

N17 Clock update planned for 23 Dec.  In order to maintain N17’s clock offset within the 1 pixel (75 mSec) range, EMOSS engineers are planning a –100 mSec update on 23 Dec.  In addition, to further slow the drift rate on this clock, the daily ETCUP bias will be changed to –3 mSecs (from –1.7). Jim Shepard is EMOSS POC for these updates.

NOAA-N
A date of 12 Feb has been selected for the NOAA-N end to end test.  Otherwise no changes since previous report.

MISC:
CWS testing by all EMOSS engineers has commenced and these engineers will provide a recommendation to NOAA 

management by 5 Jan on whether or not the CWS should be installed in the SOCC for parallel operations.  ABE testing is also occurring concurrently although ABE is not a determining factor of whether to begin parallel ops in the SOCC.

Carl Gliniak and Angelique Riley continue with their investigation of the data quality at low elevation Barrow supports.  EMOSS engineer Jeff Devine prepared the monthly status slides for NOAA management.  Jim Walters continues to “bit bust” NOAA-N CPU boost telemetry.

Redundancy management software is under development outside of EMOSS which is currently planned to be uploaded to the N15, 16 and 17 spacecraft in the spring of 2004.  This software is being developed primarily for the purpose of providing more sophisticated autonomy on board the spacecraft in the event that one or more gyros is powered off.  Jon Woodward will be EMOSS POC for testing and uploading this software to the spacecraft when that time occurs.

EMOSS engineers continued COP development for AET/SOCC implementation and produced a table of contents for a more detailed Engineering Manual which would include non-AET implemented COPS and standard engineering procedures.  These engineering procedures are scheduled to be produced, in first draft form, by the end of January 2004.  The AET implemented COPS will soon be incorporated into the AET Monitoring Guidelines book which will be 

CM’d by EMOSS POC Michelle Settles.  Michelle will also be providing chalk talks to all POES crews on the implementation of these procedures during the coming week. 

EMOSS engineers supported the MOWG, TOARB and PARB last week

EMOSS engineers have been notified that they must re-create the level 2 and 3 NOAA-N data bases now that the PACS upgrades is approaching completion and CWS is on line.  The following list is a detailed schedule for that process:  Michelle Settles is EMOSS POC for this delivery.  All validation of this data base is to be performed exclusively on CWS.

PACS upgrades in regression testing    =     January 19-23 

     PACS upgrades in acceptance testing    =    January 26-30 

     Level 2 database validation (all components)     =    February 2 - April 1 

     Level 3 database validation (all components)    =    April 2 - June 2 

     Databases ready for simulations    =    June 10 

     Simulations begin    =    June 18 

     LMSSC database review at SOCC    =    June 30
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Illustration 1:  N14 Recent AVHRR Scan Motor Performance Analysis
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Illustration 2a: N14 SBUV Anomaly Recovery Analysis
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Illustration 2b: N14 SBUV Anomaly Recovery Thermal Analysis
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Illustration 3:  N14 Power and Power Dissipation Analysis.
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Illustration 4:  N15 HIRS Filter Wheel Analysis

NOTE:  No imagery available for inclusion in this report because of SOCC PIDES outage at the time of publication.
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Illustration 5:  N16 AVHRR Scan Motor Health

(a little less stable than desired)

(No imagery available because of SOCC PIDES outage)
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Illustration 6:  N16 AVHRR Synch Delta Values (Mean) and Stability (Standard Deviation) Analysis

Recent values remain encouraging
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Illustration 7:  N16 AVHRR Thermal Analysis

(also encouraging)
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Illustration 8:  N16 Yaw Control Analysis

Still nominal but showing signs of wider, seasonally based swings
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Illustration 9:  N16 Yaw Trends Since Gyro Channel Assignment Swap

(note how extremes in both MAXIMUM and minimum value causes the Mean value to remain relatively stable although the actual “instability” is also reflected in the high Standard Deviation)
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Illustration 10:  N16 Bus Voltage Analysis

(Greta system used to produce this output using PACS HAF as source file.  The 3 count “spike” value is not seen in PACS itself.  Just to be safe, the “least nominal” values are displayed here.)
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Illustration 11:  N17 Shunt Analysis

Thermal profile remains upward.

Solar Array Offset Move Necessary?

POLAR SPACECRAFT TIP CLOCK ERROR

WEEK ENDING December 5, 2003

	DAY/DATE


	NOAA-11
	NOAA-12
	NOAA-14
	NOAA-15
	NOAA-16
	NOAA-17

	FRI.    11/28


	-1830 msec
	+035 msec
	+029 msec
	+035 msec
	+046 msec
	+042 msec

	SAT.   11/29


	-1660 msec
	+031 msec
	+031 msec
	+034 msec
	+046 msec
	+044 msec

	SUN.   11/30


	-1789 msec
	+025 msec
	+032 msec
	+033 msec
	+047 msec
	+045 msec

	MON.  12/01


	-1719 msec
	+017 msec
	+032 msec
	+035 msec
	+046 msec
	+046 msec

	TUE.   12/02


	-1849 msec
	+007 msec
	+033 msec
	+035 msec
	+046 msec
	+046 msec

	WED.  12/03


	-1679 msec
	+005 msec
	+033 msec
	+034 msec
	+047 msec
	+048 msec

	THU.   12/04


	-1209 msec
	-002 msec
	+034 msec
	+032 msec
	+047 msec
	+049 msec


NOAA-11  
As of 09/03/02 the Control Side TIP clock is corrected daily by +70 msec to compensate for drift.



As of 11/03/03 Non control side clock is no longer supported

NOAA-12  
ADDED 1000 mSecs to spacecraft command clock on 10/17/03.  

N12

Plan daily ETCUP bias of +6.5 mSec on 12/10/03
NOAA-14:  
As of 04/23/03 the TIP clock is corrected daily by –-7.3 msec to compensate for drift.



SUBTRACTED 150 msec from spacecraft command on 10 June. 

NOAA-15:  
As of 04/23/03 the TIP clock is corrected daily by –-8 msec to compensate for drift.



ADDED 100 msec to spacecraft command clock on 10 June.
NOAA-16:  
As of 04/23/03 the TIP clock is corrected daily by –5.1 msec to compensate for drift.



SUBTRACTED 100 msec from spacecraft command clock on 10 June.
NOAA-17:  
As of 10/21/03 the TIP clock is corrected daily by –1.7 msec to compensate for drift.
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Weekly N17 CPU Error Scrubs
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N15
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Daily ETCUP set to   -8 mSecs 
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Clock update +100ms 6/10/03
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NOAA-17 Scrubber Hits from 1 Dec 2003 through 7 Dec 2003:
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Red/Circle = CPU#1

Black/X = CPU#2


PACS DATA AVAILABILITY (%)

November 28, 2003 through December 4, 2003

JDAY 332-338

	
	
	
	NOAA15
	NOAA14
	NOAA11
	NOAA16
	NOAA17

	Friday
	11/28
	332
	       100.0
	       100.0
	   100.0
	100.0
	100.0

	
	
	
	
	
	
	
	

	Saturday
	11/29
	333
	100.0
	        100.0
	       100.0
	100.0
	100.0

	
	
	
	
	
	
	
	

	Sunday
	11/30
	334
	      100.0
	100.0
	        100.0
	100.0
	100.0

	
	
	
	
	
	
	
	

	Monday
	12/01
	335
	100.0
	100.0
	     100.0
	99.5 (a)
	100.0

	
	
	
	
	
	
	
	

	Tuesday
	12/02
	336
	100.0
	      100.0
	96.3 (b)
	100.0
	100.0

	
	
	
	
	
	
	
	

	Wednesday
	12/03
	337
	      100.0
	      100.0
	100.0
	100.0
	100.0

	
	
	
	
	
	
	
	

	Thursday
	12/04
	338
	      99.9 (c)
	100.0
	      100.0
	       100.0
	100.0

	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	


Comments:

(a) Rev 16448/W: L4A noisy; 90.7% recovered 1DL.

(b) Rev 78343/F: S2B noisy; 66.1% recovered 1DL 20PE.

(c) Rev 28888/F: G1A noisy; 99.0% recovered 1DL.

DTR Inf. (*):

NOAA-11        
DTR 1B -Inoperative.

DTR 2A/B -Frequently noisy

                  
DTR 4B -Frequently noisy



DTR 5A/B -Inoperative

NOAA-12
DTR 5A -Inoperative.



DTR 2B -Occasionally noisy and short

NOAA-14
DTR 4A/B -Inoperative.



DTR 3B -Unreliable playbacks, Removed from operations.



DTR 2A -Inoperative, DOY/200

NOAA-15
DTR 5A/B - Inoperative

NOAA-16            DTR 5A/B -Inoperative

                             DTR 3A -safe state change 1B



DTR 4B –Inoperative 1/12/03

NOAA-17
DTR 5A/B-Inoperative 2/16/03 Anomaly

Acronyms:

DL – Drop lock(s)
PE - Parity Error(s)


DQR - Data Quality Report


BE - Bit Error(s)
DAR - Data Accountability Report
MFR - Multi-Function Receiver










