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N17 CPU Memory Error Scrubs by Memory Segment 27 July 02 through 2 Nov 03
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ALSO SEE: http://www.oso.noaa.gov/poesstatus/                         EMOSS

For changes or comments contact Jeff Devine 301-817-4020


POLAR Spacecraft Status As of: Tues, 4 Nov 03  16:00 EDT

(changes from last week in bold border)
	Subsystem/

Component
	NOAA-11H

Standby PM

STIP data only
	NOAA-12D

Standby AM

STIP data only
	NOAA-14J

Standby AM

STIP data only
	NOAA-15K

BACKUP AM

GAC data only
	NOAA-16L

PRIMARY PM

GAC&LAC data
	NOAA-17M

PRIMARY AM

GAC&LAC data

	LAUNCHED 
	09/23/88
	05/14/91
	12/30/94
	05/13/98
	09/21/00
	6/24/02  

	CNTL OBP
	OBP2
	OBP2
	OBP2

 OBP1 inoperative
	OBP2


	OBP2


	OBP2

	BUS
	A-BUS

XSU-1
	B-BUS

XSU-1
	B-BUS

XSU2 (XSU1 inop)
	B-BUS

XSU-1
	B-BUS

XSU-1
	B-BUS

XSU-1

	BUS VETO
	NO
	NO
	NO
	NO
	NO
	NO

	ADACS

 
	RGYRO Mode
(Y, Z-Gyros Failed)  Reduced Gyro S/W. 

X &S gyros only
	YGC Mode
Gyro chans=XYZ

Yaw updates disabled 10/1

RGmode=Monitor
	Nominal Mode

Rgmode=Disabled

Gyro chans=XYZ

SS check Disabled when mode=YGC 
	Nominal Mode

Rgmode=Monitor

Gyro-3 Off/Anom 

Gyro chans=AAB
	Nominal Mode

Rgmode=Disabled

Gyro chans=AAA

Gyro3 deselected 

Gyro3 TOAR 427
	Nominal Mode

Rgmode=Disabled

Gyro chans=BBB



	RXO
	PRI

BU random enables

daily bias +70mSec
	PRI

BU random enables

+1000mS on 10/17 
	PRI

BU random enables daily bias–7.3 mSec
	PRI
daily bias -8 mSec
	PRI

Daily Bias –5.1 mSec 
	PRI

Daily Bias –1.7 mSec

-50mSec 10/23/03

	CLOCK DIV
	2
	2
	2
	2
	2
	2

	MIRP
	ON
	External Synch

Rephase Enabled
	External Synch

Rephase Daily
	External Synch Rephase Daily. 
	External Sync

Rephase Daily
	Internal Synch

Rephase Enabled

	TIP SIDE
	1
	1
	1
	2

Since 4/24/03
	1 

Analog telem drifting
	1

	DTRs
	1A, 2B, 3, 4A Safestate - 2B,
	1, 3, 4, 5B 

Safestate- 1B


	1, 2B, 3A, 5 Safestate- 1B
	1, 2, 3, 4 Safestate 1B EOT

	1,2,3,4A

Safestate 3A

4B TOAR 418 

(STIP only)
	1,2,3,4

Safestate=1B

DTR2-SSR

DTR5  TOAR 420

	VTX

(APT data)
	OFF
	OFF
Since 3 Nov until 7 Dec 03.  RF conflict with N15
	OFF      

Since 8/14/02 
	#1
137.50 MHZ

RF conflict with N12
	INOP

OFF since 11/15/00
	#2

137.62 MHZ

	BTX
	#2

137.77 MHZ
	#1

136.77 MHZ
	#2

137.77 MHZ
	#1

137.35 MHZ
	#1

137.35 MHZ
	#2

137.77 MHZ

	STX

#1=1698.0 mhz

#2=1702.5 mhz

#3=1707.0 mhz

#4=2247.5 mhz
	 3 – TIP 

 1,2 - Playback
	1 – HRPT;

2,3 - Playback
	3 – HRPT

2, 1 – Playback
	1, 2, 3 - degraded; 

2 Omni–HRPT; 

4- Playback 
	1 – HRPT;

2– Playback; 

4 – Playback

3 low power unused
	3 – HRPT    

TOAR424 low power
1&2 Playback
4 – TIP

STX4 tests at Sval

	POWER

(Array offset, charge and eclipse states, sun angle)


	Array Off  -30

Since 6/19/02

Eclipse all year

Sun angle 78

Steady Trend

Batts 1-3= LRC
VT1,2=6/8

VT3 = 8/11

Charge state safe

trip disabled
	ArrayOff -60
since 7/30/03
FULL SUN

Sun Angle at 17 Uptrend started to 25 degs Jan 04.  

Sun sensor shading

Until 12/5/03
Batts 1&2=LRC

         V/T=4
	Array Off -55

Since 8/21/03
FULL SUN

Sun Angle at 25 Uptrend to 27 in mid-Dec

Batts 1-3= LRC

Batts 1&3V/T=8/11

 Batt2 VT=9/11 )

Shunt Degraded 
	Array Off  -45

Since 1/25/01

FULL SUN

Sun Angle at 16 Uptrend to 18 in mid-Dec

Batts 1-3= LRC

V/T=7/9
	Array  Off -40

Since 7/16/02

Eclipse all year

Sun Angle  54
Trend Bottomed out, steady

Batts 1-3= LRC
V/T=4/8
	Array Off. –35
Since 7/1/02

Eclipse all year

Sun Angle at 67

 Steady Trend

Batts 1-3= LRC
V/T= 4/8 



	 AVHRR
	INOP
Failed Power Supply.  Powered Off since 1994
	Nominal
	DEGRADED

Scan motor erratic performance STATUS=RED
	Nominal

Rare Scan motor surges. Last 

Incident  8/9/03
	Recovering occasional scan motor current surges. Last surge 10/19/03

Chan 3B only. 
	Nominal
3A-B switch enabled

	AMSU-A1


	
	
	
	ON

Ch14 inoperative

Ch11 inoperative

Temps warming 
	ON
TOAR 415 on primary PLLO chans 9-14  bias shift.

TOAR 417 on Backup PLLO inop
	OFF/INOP
Since 10/30/03

Major anomaly 28 Oct.  Subsystem inoperable Red in status. Survival heat on

TOAR 431 

	AMSU-A2
	
	
	
	ON

Temps warming
	ON 
Space Position-2
	ON

	AMSU-B 
	
	
	
	ON

Bias in All Chans.  

Motor current surges, most recent 10/26/03
	ON 

Space Position-3


	ON

	HIRS
	OFF

Filter Wheel Anomaly
	INOP

Filter Wheel turned OFF 10/17/02.  Electronics On
	ON

Operational
	ON

Operational

  FW in Hi  power,

FW Heaters OFF

Filter Motor current surges. Last incident  10/27/03

	ON

Nominal


	ON

1 Pixel cross track  misalignment .

	MSU
	INOP

OFF, Antenna Failed
	INOP

Scan Motor OFF  since 3/12/03

Electronics ON.  
	ON

Scan motor and antenna problems
	
	
	

	SSU
	ON
	
	ON
	
	
	

	DCS
	ON
	ON
	ON
	ON
	ON

Nominal
	ON

Nominal

	SARR
	ON 

Low signal
	
	ON
	ON-A

All AGC Mode
Intermittent failures for 243MHz  A&B 
	ON-A

All AGC Mode

(B-side in FG mode)

243 MhZ INOPERATIVE.
	ON-A

Nominal 

All AGC Mode 


	SARP
	ON

Nominal
	
	OFF

Failed Power Supply
	ON

Nominal

RCVR B/W = 2
	ON 

Nominal

RCVR B/W = 2 
	ON

Nominal

	SEM
	
	ON 

Elec-CH-HVPS=4

Prot-CH-HVPS=0


	ON 

Elec-CH-HVPS=0

Prot-CH-HVPS=0

1 of 4 Telescopes inoperative
	ON 

Nominal 

E-CDEM-HVPS=2

P-CDEM-HVPS=0
	ON

Nominal 

E-CDEM-HVPS=4

P-CDEM-HVPS=4
	ON

Nominal

E-CDEM-HVPS=2

P-CDEM-HVPS=3

	SBUV
	INOP

Grating motor OFF since 5/29/03 

Electronics and Heater remain ON 
	
	ON

Occasional

Reduced Grating Drive Motion

Reduced operations  started 6/5/03
	
	ON

Backup Diffuser in use since 6/16/03.)

Primary =TOAR 426
antenna deploy anomaly,
AMSU EMI causing erratic Behavior  in PMT cathod, range 3 
	ON

Nominal

Anode Mode 


	SADPOS 


	
	
	
	N/A
	ON 

ENABLED 

MFactor =50%


	ON

ENABLED



	THERMAL

Heaters, louvers

TCE’s
	Nominal
	Nominal
	Nominal
	HIRS FWheel heater OFF 2/13/02

TCE24L&25L (HIRS & AVHRR) failed 5/13/98

RCE thermostat failed 5/13/98

Cold season ended, trend reversed 
	Nominal

TCE24 turned off (AVHRR H&L) 9/23/03

AVHRR in warming trend
	TCE3H Batt 2A heater turned off 8/26/03  TOAR 428

AMSU-A1 survival heaters on 10/29/03 

	
	N11
	N12
	N14
	N15
	N16
	N17


COMMENTS/CHANGES:

NOAA-11
Management of the standby command clock has been discontinued due to the lack of adequate pass support for N11.  

Therefore, there will no longer be a daily ETCUP on non-control side.  Due to scheduling conflicts between NOAA-11 and other spacecraft, it is occasionally impossible to perform the 24-hour ETCUP to the standby OBP before it overflows. This clock will be allowed to overflow and remain in that state, as long as the spacecraft is on standby status. There is nothing to be gained from keeping the non-control command clock running since there is no stored table to run in the standby OBP.  In the event of an OBP switch the stored command processor will stop anyway, but the TIP clock will continue to run, and clock corrections, if necessary, will be made during recovery.  Past experience has been that most command clock overflows on the control OBP have occurred as a result of an inadvertent update intended for the standby OBP. This can easily happen on the PACS system because all commands go to the control OBP by default if not specified. So, in order to preclude the hazards and inconvenience of possible disruptions in stored command table operations, 24 hour ETCUPs to the standby OBP have been discontinued.  Jim Sheperd is EMOSS POC for this issue

NOAA-12.  
Because on an RF conflict with N15, N12 VTX-1 was turned off on 3 Nov 20:30 Z and will remain so through 7 Dec 

03.  Originally, N15 VTX-1 was to be turned off but this changed because of concern about turning off the N15 VTX transmitter.  The N15 VTX transmitter was originally thought to be the same as is the same as the one on N16 which failed after the first time it was turned off in Oct of 2000.  Subsequent investigations determined that this was in fact not the same transmitter.  However, to stay on the safe side NOAA decided not to turn off N15 VTX-1 for the duration of this RF conflict and until a satisfactory conclusion regarding the implications of turning off N15 can be determined.)The spacecraft remains in YGC attitude control mode and will remain that way at least until early December 2003.  The ADACS has performed nominally since Yaw updates were disabled on 1 Oct and the X-gyro was reselected on 2 Oct. 

NOAA-14:
The N14 AVHRR scan motor current trended slightly lower during the past week although data remained severely 

degraded, throughout the reporting period (illustration 1)

The N14 power subsystem was nominal during the past week with steady bus voltage and a shunt which is not operating at peak capacity (illustration 2).  As discussed and extrapolated in last weeks report, the N14 shunt load continues to very slowly increase which is probably caused by a slowly increasing sun angle on the spacecraft that should peak in the next several weeks.  EMOSS POC Andy Miller is monitoring this trend closely and does not anticipate requiring an additional solar array move in the near future to reduce power generation (and subsequent shunt loading).

NOAA-15:
The N15 AVHRR and AMSU-B scan motor currents were nominal during the past reporting period.  However, the 

HIRS filter motor did experience one of its periodic surges starting on 27 Oct and slowly returning to nominal on 31 

Oct (illustration 3).  Imagery does not appear to have been adversely affected.  Will Kent is EMOSS POC.

All N15 AMSU components that were previously registering “record low” temperatures have since reversed this trend are now slowly increasing in temperature.

Coordination on N15 Rgyro testing continues although no date has yet been determined for this test.  EMOSS engineers have started to run test scripts against the TTS.  In preparation for the NOAA-15 RGYRO testing, the EMOSS team has configured the TTS and ground system so that the entire RGYRO test plan can be exercised in real-time.  The TTS and a PACS workstation were moved from the operational PACS network to the development PACS network with operational software, so that the data from the simulator can be archived, output and plotted identically to an operational spacecraft. This process will not only validate the RGYRO test plan, but will also offer the EMOSS engineers an insight as to the expectations of the testing, as well as refining any operational procedures and analysis. The data generated from this simulation exercise will also serve as good data to compare with the actual RGYRO test results.  Jim Sheperd, Jon Woodward and Kim Kolb are EMOSS POC’s for this testing (both actual and simulated).

Refer to N12 VTX turnoff discussion above.  Concerns about ever turning off N15 VTX would soon become moot because of the eventuality that N15 VTX will begin to conflict with N17 at which time there is little doubt that N17 would be the transmitter that would remain on.  

NOAA-16: 
The N16 AVHRR scan motor current has been moving up slightly over the past week which is something EMOSS 

engineers would prefer not happen (illustration 4).  In addition, AVHRR component temperatures continue a slow warming trend (illustration 5).  However, this warming trend is not expected to result in any reconfiguration operations (i.e. TCE24 turnon) and furthermore, the synch delta values (illustration 6) and imagery remain solid and nominal.  EMOSS engineers continue to watch this subsystem closely and warily.  Will Kent is EMOSS POC.

There were no out-of-spec yaw updates experienced by N16 during the past week (illustration 7 & 8) and no decision has yet been made regarding the value (if any) of powering off gyro-3 (as was done with N15) because of problems with the data produced from that gyro.  Jim Sheperd is EMOSS POC for questions relating to this issue.

NOAA-17:
On 28 Oct 03 at 04:20Z the N17 AMSU-A1 experienced a significant and sudden anomaly that was manifested in substantially higher component currents, voltages, and temperatures.  After turning off the scan motors on this AMSU (28 Oct at 14:25Z) NOAA and EMOSS implemented a series of tests over the next several days in an attempt to restore this subsystem back to operational status.  Most of these tests were comprised of various power toggling objectives in the hope of “shaking loose” the problem that had occurred (currently believed to be a DC to DC converter failure).  On 30 Oct, initial testing was completed (see illustrations 9a-d) and the AMSU was completely powered off (leaving only its survival heaters on).  Although future testing is anticipated, none is currently scheduled.  TOAR 431 has been submitted in response to this anomaly.  N17’s AMSU-A1 is now considered RED in status.

At the time of the AMSU anomaly, EMOSS engineers conducted a spacecraft level analysis to ascertain the effects (if any) of this anomaly on other spacecraft components.  The results of this assessment is summarized as follows (note: graphical analysis of these conclusions has been produced by EMOSS engineer Jeff Devine and provided to NOAA management).

ADACS:  A change in the amplitude of the Reaction Engine Assembly Inlet #3 temperature (NREA3INT) that appears to be coincident with but not actually associated to the AMSU testing.  Otherwise there was no other discernable affects of the AMSU anomaly on the ADACS subsystem.

COMM, C&CS, DHS:  A slight drop in DDR2 (solid state recorder) temperature was registered (and sustained) shortly after the AMSU was turned off on 29 Oct for approximately 12 hours.  However, testing was resumed the following day and the AMSU was turned back on while DDR2 temperature did not increase.  Therefore, it appears this temperature rise was also coincidental with the AMSU anomaly and its subsequent testing.  Otherwise, no other COMM, DHS or C&CS component appear to have been affected by the AMSU anomaly in any way.

POWER/THERMAL:  The power/thermal subsystem was probably most affected by the AMSU anomaly although these influences appeared to be relatively insignificant in nature nor did they impact the EPS capability to support the N17 mission.  When the anomaly began, battery discharge current increased as did bus current.  Once the AMSU scan motor was powered off, the depth of battery discharge, as measured by its voltage during eclipse periods, was reduced and, after the AMSU itself was powered off, this depth of discharge was further reduced.  Furthermore, once the AMSU was powered off, the shunt load appeared to increase slightly.  Thermally, this anomaly created some “extreme” temperature variations within most AMSU components, both cold and warm which appear to have influenced some EPS components to varying degrees.  Of the 6 battery temperatures on N17, only battery 2-A temperature changed noticeably (lower) after the AMSU was turned off (although all three Battery Charge Assembly Heat Sink Temperatures also fell when the AMSU was off and rose when it was on).  Battery 2A happens to be the only battery to not have its TCE heater powered on because of an earlier anomaly with that TCE.  Therefore the temperature reduction in battery 2A can actually be viewed as “advantageous” since this battery always runs warmer than the others (so much so that a TOAR was written against it).  In addition, the PSE heat sink temperature also fell when the AMSU was powered off as did the solar array drive motor temperature (although none of these components appear to be affected by the AMSU scan motor being powered off).  Finally, some of the Equipment Support Modules were also affected, falling in temperature when the AMSU was off and rising when it was on.  Ultimately, the thermal influences that were brought on by the AMSU anomaly and its subsequent toggle testing can be assessed by reviewing the changes in normal operating profiles of the associated TCE’s on the spacecraft.  Of these TCE’s, no heater appeared to have been significantly influenced by the AMSU testing.  The same cannot be said about the louvers.  Many of the louvers, especially those associated with the ESM did experience a noticeable decrease in duty cycle once the AMSU was powered off.  This is indicative of the need for less AMSU cooling and is the response that engineering did expect.  Future analysis will try and determine if TCE heaters have also been influenced, in the long term, by the absence of heat generated by an operational AMSU and, regarding excess power generation, engineering will monitor the strategic effects of the increase in excess power and assess the need (if any) for a reduction in this generation.

PAYLOADS:


AMSU-A2:  No discernable effects.


AMSU-B:  No discernable effects


AVHRR:  No discernable effects


DCS:  Possible slight decrease in component temps after AMSU powered off.


HIRS:  No discernable effects


SARP:   No discernable effects


SARR:  No discernable effects


SBUV: Possible slight decrease in some component temperatures after AMSU turned off.


SEM:  No discernable effects

NOAA-N
EMOSS engineers supported a data flow test on 30 Oct, helping configure data flow into the SOCC.

EMOSS engineers supported MHS/MIU command testing  on 29 and mode test 30 Oct.

.

MISC:
A solar eclipse will occur on 23 Nov that will affect all POES spacecraft to some degree.  EMOSS engineers are 

currently reviewing and analyzing the prediction data and will formulate responses as required.  Analysis reports will be included in next weeks weekly report.

MISC: (cont)

Analysis of POES spacecraft data showed no apparent significant effect on most spacecraft components during the significant solar flares that occurred last week (including imagery data).  One area that did show some influence from these solar storms was the POES spacecraft reaction wheels and other various ADACS components.  These effects were not sustained and all components affected returned to nominal shortly thereafter.  Jim Sheperd is POC for questions relating to this situation. 

EMOSS engineer Jeff Devine is preparing plans for a practice COOP deployment to Wallops that will start on the 

morning of 12 Nov and last through 14 Nov. One to two EMOSS engineers from the POES team will deploy on these 

dates (a change from last weeks 4-5).  Jeff Devine is coordinating personnel, documentation, and system requirements 

for this operation.

Last week, contractors from Harris installed a test version of Flight Code Manager (FCM) at SOCC.  This was the first 

test for FCM with the operational system and a connection to the TTS and PACS.  During the week and a half Harris 

was here, the code was installed, tested, and dry run.  Load files were tested on the TTS and compared to the current system.  There was a dry run of the acceptance test to iron out bugs.  The test went well, with some small issues ironed out, and questions answered.  EMOSS POC Jonathon Woodward supported these tests.  Actual delivery and acceptance testing is scheduled for late November and early December.



EMOSS engineers Kim Kolb and Jonathon Woodward are preparing to support the regression testing of CWS 

workstations once they are received in the EMOSS analysis room.  These engineers will also coordinate “refresher training” for those EMOSS engineers who require it (probably all).  The workstations are expected in the EMOSS area early next week.  Testing will be conducted for approximately one month after which the CWS workstations will begin “parallel operations” with the 3100’s.
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Illustration 1: N14 AVHRR Health and Imagery Analysis 
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Illustration 2:  N14 Power Analysis
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Illustration 3:  N15 HIRS filter motor health and imagery analysis
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Solar Flare 10/30 at 08:00Z


    Most recent 11/4 at 17:30Z

Illustration 4:  N16 AVHRR scan motor health and imagery analysis
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Illustration 5:  N16 AVHRR Thermal Analysis.  

(NOTE: Other N16 AVHRR thermal components show a similar temperature trend)
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Illustration 6:  N16 AVHRR Synch Delta Values and Stability Analysis
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Illustration 7:  N16 Gyro Analysis
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Illustration 8:  N16 Yaw Control Analysis
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AMSU-A1 Chronology Key

1:  28 Oct at 04:20Z:  Anomaly Starts

2:  28 Oct at 14:25Z:  AMSUA1 scan motors 1 & 2 turned off

3:  29 Oct at 17:25Z:  Turned off AMSU-A1 turned on its survival heaters 

4:  29 Oct at 20:45Z:  Turned AMSU power back on.

5:  29 Oct at 22:20Z:  Turned AMSU power off.

6:  30 Oct at 15:20Z:  Turned on AMSU, ran through a series of toggling on and off until 

20:15Z (power remained on between 15:20 and 20:15 when not 

being tested).

7:  30 Oct at 20:20Z:  Turned Scan Motors 1 & 2 on then back off after 5 minutes.  

Turned AMSU power off.  Kept heaters on.  Testing complete.

Illustration 9a:  N17 AMSU-A1 Scan Motor Anomaly Analysis 

[image: image19.png]



AMSU-A1 Chronology Key

1:  28 Oct at 04:20Z:  Anomaly Starts

2:  28 Oct at 14:25Z:  AMSUA1 scan motors 1 & 2 turned off

3:  29 Oct at 17:25Z:  Turned off AMSU-A1 turned on its survival heaters 

4:  29 Oct at 20:45Z:  Turned AMSU power back on.

5:  29 Oct at 22:20Z:  Turned AMSU power off.

6:  30 Oct at 15:20Z:  Turned on AMSU, ran through a series of toggling on and off until 

20:15Z (power remained on between 15:20 and 20:15 when not 

being tested).

7:  30 Oct at 20:20Z:  Turned Scan Motors 1 & 2 on then back off after 5 minutes.  

Turned AMSU power off.  Kept heaters on.  Testing complete.

Illustration 9b:  N17 AMSU-A1 Voltage Anomaly Analysis
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AMSU-A1 Chronology Key

1:  28 Oct at 04:20Z:  Anomaly Starts

2:  28 Oct at 14:25Z:  AMSUA1 scan motors 1 & 2 turned off

3:  29 Oct at 17:25Z:  Turned off AMSU-A1 turned on its survival heaters 

4:  29 Oct at 20:45Z:  Turned AMSU power back on.

5:  29 Oct at 22:20Z:  Turned AMSU power off.

6:  30 Oct at 15:20Z:  Turned on AMSU, ran through a series of toggling on and off until 

20:15Z (power remained on between 15:20 and 20:15 when not 

being tested).

7:  30 Oct at 20:20Z:  Turned Scan Motors 1 & 2 on then back off after 5 minutes.  

Turned AMSU power off.  Kept heaters on.  Testing complete.

Illustration 9c:  N17 AMSU-A1 Temperature Anomaly Analysis
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Illustration 9d:  N17 AMSU-A1 Imagery Analysis
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POLAR SPACECRAFT TIP CLOCK ERROR

WEEK ENDING October 31, 2003

	DAY/DATE


	NOAA-11
	NOAA-12
	NOAA-14
	NOAA-15
	NOAA-16
	NOAA-17

	FRI.    10/24


	-1282 msec
	+266 msec
	+017 msec
	+038 msec
	+026 msec
	 +013 msec

	SAT.   10/25


	-1112 msec
	+259 msec
	+018 msec
	+037 msec
	+026 msec
	 +013 msec

	SUN.   10/26


	-1142 msec
	+251 msec
	+018 msec
	+036 msec
	+026 msec
	 +015 msec

	MON.  10/27


	-1172 msec
	+247 msec
	+018 msec
	+038 msec
	+026 msec
	 +014 msec

	TUE.   10/28


	-1302 msec
	+240 msec
	+019 msec
	+038 msec
	+026 msec
	 +015 msec

	WED.  10/29


	-1432 msec
	+233 msec
	+018 msec
	+038 msec
	+026 msec
	 +016 msec

	THU.   10/30


	-1562 msec
	+226 msec
	+019 msec
	+036 msec
	+026 msec
	 +015 msec


EMOSS POC for this chart is JIM SHEPHERD

NOAA-11  
As of 09/03/02 the Control Side TIP clock is corrected daily by +70 msec to compensate for drift.



As of 11/03/03 Non control side clock is no longer supported
NOAA-12  
ADDED 1000 mSecs to spacecraft command clock on 10/17/03
NOAA-14:  
As of 04/23/03 the TIP clock is corrected daily by –-7.3 msec to compensate for drift.



SUBTRACTED 150 msec from spacecraft command on 10 June. 

NOAA-15:  
As of 04/23/03 the TIP clock is corrected daily by –-8 msec to compensate for drift.



ADDED 100 msec to spacecraft command clock on 10 June.
NOAA-16:  
As of 04/23/03 the TIP clock is corrected daily by –5.1 msec to compensate for drift.



SUBTRACTED 100 msec from spacecraft command clock on 10 June.
NOAA-17:  
As of 10/21/03 the TIP clock is corrected daily by –1.7 msec to compensate for drift.

                             SUBTRACTED 50 MS on 10/21

Weekly N17 CPU Error Scrubs
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[image: image26.wmf]TIME OFFSETS & DRIFTS
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CURRENT AVE OFFSET

Ave daily drift since last clock update

*

N12

294.9600582

-6.511044994

Clock update +1000 mS 10/17/03

Today

-6.424802453

 

CURRENT AVE OFFSET

Ave daily drift since 10 Jun 2003 Clock Update

*

N14

20.23202419

0.653367147

Daily ETCUP set to   -7.3 mSecs 

4/22/03

Today

-0.089904205

Clock update -150ms 6/10/03

 

 

CURRENT AVE OFFSET

Ave daily drift since 10 Jun 2003 Clock Update

 

N15

37.65345016

-0.0983274

Daily ETCUP set to   -8 mSecs 

4/22/03

Today

0.494222031

Clock update +100ms 6/10/03

 

 

 

CURRENT AVE OFFSET

Ave daily drift since 10 Jun 2003 Clock Update

 

N16

30.35592214

0.488635924

Daily ETCUP set to   -5.1 mSecs 

4/22/03

Today

0.769857881

Clock update -100ms 6/10/03

 

 

CURRENT AVE OFFSET

Ave daily drift since 10 Jun 2003 Clock Update

 

N17

12.65820408

0.250597348

RXO swapped JDAY 183. ETCUP to  -

1.7 Msec 10/21/03

Today

-0.38682209

Clock update -100ms 6/10/03


Red/Circle = CPU#1

Black/X = CPU#2

NOAA-17 Scrubber Hits from 20 Oct 2003 through 2 Nov 2003:


PACS DATA AVAILABILITY (%)

October 24, 2003 through October 30, 2003

JDAY 297-303

	
	
	
	NOAA15
	NOAA14
	NOAA11
	NOAA16
	NOAA17

	Friday
	10/24
	297
	      99.9 (a)
	       100.0
	     90.0(b)
	100.0
	100.0

	
	
	
	
	
	
	
	

	Saturday
	10/25
	298
	100.0
	        100.0
	        85.6(c)
	100.0
	100.0

	
	
	
	
	
	
	
	

	Sunday
	10/26
	299
	      100.0
	100.0
	      100.0
	100.0
	100.0

	
	
	
	
	
	
	
	

	Monday
	10/27
	300
	100.0
	100.0
	     93.0(d)
	100.0
	100.0

	
	
	
	
	
	
	
	

	Tuesday
	10/28
	301
	100.0
	      100.0
	100.0
	89.5(e)
	100.0

	
	
	
	
	
	
	
	

	Wednesday
	10/29
	302
	100.0
	      100.0
	  100.0
	100.0
	100.0

	
	
	
	
	
	
	
	

	Thursday
	10/30
	303
	     99.9(f)
	100.0
	       100.0
	100.0
	100.0

	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	


Comments:

(a) Rev 28304/F: G1A noisy; 99.7% recovered 3DL.

(b) Rev 77787/F: S4A noisy; 97.2% recovered 8DL.

(c) Rev 77799/F: S3B noisy; 98.6% recovered 2DL 15PE.

(d) Rev 77820/F: S3A noisy; 99.2% recovered 4DL 19PE.

(e) Rev 15972/F: L1B noisy; 88.9% recovered.

(f) Rev 28391/F: G3A noisy; 99.7% recovered 5DL 8PE.

DTR Inf. (*):

NOAA-11        
DTR 1B -Inoperative.

DTR 2A/B -Frequently noisy

                  
DTR 4B -Frequently noisy



DTR 5A/B -Inoperative

NOAA-12
DTR 5A -Inoperative.



DTR 2B -Occasionally noisy and short

NOAA-14
DTR 4A/B -Inoperative.



DTR 3B -Unreliable playbacks, Removed from operations.



DTR 2A -Inoperative, DOY/200

NOAA-15
DTR 5A/B - Inoperative

NOAA-16            DTR 5A/B -Inoperative

                             DTR 3A -safe state change 1B



DTR 4B –Inoperative 1/12/03

NOAA-17
DTR 5A/B-Inoperative 2/16/03 Anomaly

Acronyms:

DL – Drop lock(s)
PE - Parity Error(s)


DQR - Data Quality Report


BE - Bit Error(s)
DAR - Data Accountability Report
MFR - Multi-Function Receiver









