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ALSO SEE: http://www.oso.noaa.gov/poesstatus/                         EMOSS

For changes or comments contact Jeff Devine 301-817-4020


POLAR Spacecraft Status As of: Tues, 23 Sept 03  17:00 EST

(changes from last week in bold border)
	Subsystem/

Component
	NOAA-11H

Standby PM

STIP data only
	NOAA-12D

Standby AM

STIP data only
	NOAA-14J

Standby AM

STIP data only
	NOAA-15K

BACKUP AM

GAC data only
	NOAA-16L

PRIMARY PM

GAC&LAC data
	NOAA-17M

PRIMARY AM

GAC&LAC data

	LAUNCHED 
	09/23/88
	05/14/91
	12/30/94
	05/13/98
	09/21/00
	6/24/02  

	CNTL OBP
	OBP2
	OBP2
	OBP2

 OBP1 inoperative
	OBP2


	OBP2


	OBP2

	BUS
	A-BUS

XSU-1
	B-BUS

XSU-1
	B-BUS

XSU2 (XSU1 inop)
	B-BUS

XSU-1
	B-BUS

XSU-1
	B-BUS

XSU-1

	BUS VETO
	NO
	NO
	NO
	NO
	NO
	NO

	ADACS

 
	RGYRO Mode
(Y, Z-Gyros Failed)  Reduced Gyro S/W. 

X &S gyros only
	YGC Mode
 & Skew gyro
auto swap 9/12.
Disable yaw updates and switch back to X gyro planned NET 9/29 
RGmode=Monitor
	Nominal Mode

Rgmode=Disabled

Gyro chans=

SS check Disabled when mode=YGC 
	Nominal Mode

Rgmode=Monitor

Gyro-3 Off/Anom 

Gyro chans=AAB

YGC & Rgyro test planed but delayed.  
	Nominal Mode

Rgmode=Disabled

Gyro chans=AAA

Gyro3 deselected 

Gyro TOAR 427
	Nominal Mode

Rgmode=Disabled

Gyro chans=BBB



	RXO
	PRI

BU random enables

ETCUP +70 mSecs
	PRI

BU random enables
	PRI

BU random enables ETCUP –7.3 Msec
	PRI
ETCUP  -8 mSec
	PRI

ETCUP –5.1 mSec 
	PRI

ETCUP  -1 msec    

	CLOCK DIV
	2
	2
	2
	2
	2
	2

	MIRP
	ON
	ON
	External Synch

Rephase Daily
	External Synch Rephase Daily. 
	External Sync

Rephase 2x Daily

Since 9/18/03

Rephasing Daily at 04:30Z starts 9/26
	Internal Synch

Rephase Enabled

	TIP SIDE
	1
	1
	1
	2

Since 4/24/03
	1 

Analog telem drifting
	1

	DTRs
	1A, 2B, 3, 4A Safestate - 2B,
	1, 3, 4, 5B 

Safestate- 1B


	1, 2B, 3A, 5 Safestate- 1B
	1, 2, 3, 4 Safestate 1B EOT

	1,2,3,4A

Safestate 3A

4B TOAR 418 

(STIP only)
	1,2,3,4

Safestate=1B

DTR2-SSR

DTR5  TOAR 420

	VTX

(APT data)
	OFF
	#1

137.50 MHZ
	OFF      

Since 8/14/02 
	#1
137.50 MHZ
	INOP

OFF since 11/15/00
	#2

137.62 MHZ

	BTX
	#2

137.77 MHZ
	#1

136.77 MHZ
	#2

137.77 MHZ
	#1

137.35 MHZ
	#1

137.35 MHZ
	#2

137.77 MHZ

	STX

#1=1698.0 mhz

#2=1702.5 mhz

#3=1707.0 mhz

#4=2247.5 mhz
	 3 – TIP 

 1,2 - Playback
	1 – HRPT;

2,3 - Playback
	3 – HRPT

2, 1 – Playback


	1, 2, 3 - degraded; 

2 Omni–HRPT; 4- Playback 
	1 – HRPT;

2– Playback; 

4 – Playback

3 low power unused
	3 – HRPT    

TOAR424 low power

1&2 Playback 
4 – TIP

	POWER

(Array offset, charge and eclipse states, sun angle)


	Array Off  -30

Since 6/19/02

Eclipse all year

Sun angle 78

Steady Trend

Batts 1-3= LRC
VT1,2=6/8

VT3 = 8/11

Charge state safe

trip disabled
	ArrayOff -60
since 7/30/03
FULL SUN

Sun Angle at 22 trend down to 16 mid-Oct.  Sun sensor shading 

9/12/03  to12/5/03

Batts 1&2=LRC

         V/T=4
	Array Off -55

Since 8/21/03

FULL SUN

Sun Angle at 24 trend down to 22

1 Oct 03

Batts 1-3= LRC

Batt 1&3V/T=8/11

Batt2 VT=9/11 )

Shunt Degradation 
	Array Off  -45

Since 1/25/01

FULL SUN 

Sun Angle at 18 trend down to 14

mid-Oct 03 

Batts 1-3= LRC

V/T=7/9
	Array  Off -40

Since 7/16/02

Eclipse all year

Sun Angle  59
Downtrend to 54 

At end of Oct

Batts 1-3= LRC
V/T=4/8

Batt2A runs warm
	Array Off. –35
Since 7/1/02

Eclipse all year

Sun Angle at 68

 Steady Trend

Batts 1-3= LRC
V/T= 4/8 

Batt2A runs warm

	 AVHRR
	INOP
Failed Power Supply.  Powered Off since 1994
	Nominal
	DEGRADED

Scan motor erratic performance STATUS=RED
	Nominal

Rare Scan motor surges. Last 

Incident  8/9/03
	DEGRADED

Scan Motor current anomaly started 9/17/03

Chan 3B in use
	Nominal
3A-B switch enabled

	AMSU-A1


	
	
	
	ON

Ch14 inoperative

Ch11 inoperative

Cold Temps 
	ON
TOAR 415 on primary PLLO chans 9-14  bias shift.

TOAR 417 on Backup PLLO inop
	ON
Chan-3  noise 

TOAR 414 on PLLO chans 9-14 bias shift.

Inactive TOAR 421 on Channel-7 RFI 

	AMSU-A2
	
	
	
	ON

Cold Temps
	ON 
Space Position-2
	ON

	AMSU-B 
	
	
	
	ON

Bias in All Chans.  

Motor current surges, most recent 8/31/03
	ON 

Space Position-3


	ON

	HIRS
	OFF

Filter Wheel Anomaly
	INOP

Filter Wheel turned OFF 10/17/02.  Electronics On
	ON

Operational
	ON

Operational

  FW in Hi  power,

FW Heaters OFF

Filter Motor current surges. Last incident  9/12/03


	ON

Nominal


	ON

1 Pixel cross track  misalignment .

	MSU
	INOP

OFF, Antenna Failed
	INOP

Scan Motor OFF  since 3/12/03

Electronics ON.  
	ON

Scan motor and antenna problems
	
	
	

	SSU
	ON
	
	ON
	
	
	

	DCS
	ON
	ON
	ON
	ON
	ON

Nominal
	ON

Nominal

	SARR
	ON 

Low signal
	
	ON
	ON-A

All AGC Mode
Intermittent failures for 243MHz  A&B 
	ON-A

All AGC Mode

(B-side in FG mode)

243 MhZ INOPERATIVE.
	ON-A

Nominal 

All AGC Mode 


	SARP
	ON

Nominal
	
	OFF

Failed Power Supply
	ON

Nominal

RCVR B/W = 2
	ON 

Nominal

RCVR B/W = 2 
	ON

Nominal

	SEM
	
	ON 

Elec-CH-HVPS=4

Prot-CH-HVPS=0


	ON 

Elec-CH-HVPS=0

Prot-CH-HVPS=0

1 of 4 Telescopes inoperative
	ON 

Nominal 

E-CDEM-HVPS=2

P-CDEM-HVPS=0
	ON

Nominal 

E-CDEM-HVPS=4

P-CDEM-HVPS=4
	ON

Nominal

E-CDEM-HVPS=2

P-CDEM-HVPS=3

	SBUV
	INOP

Grating motor OFF since 5/29/03 

Electronics and Heater remain ON 
	
	ON

Occasional

Reduced Grating Drive Motion

Reduced operations  started 6/5/03
	
	ON

Backup Diffuser in use since 6/16/03.)

Primary =TOAR 426
antenna deploy anomaly,
AMSU EMI causing erratic Behavior  in PMT cathod, range 3 
	ON

Nominal

Anode Mode 


	SADPOS 


	
	
	
	N/A
	ON 

ENABLED 

MFactor =50%


	ON

ENABLED



	THERMAL

Heaters, louvers

TCE’s
	Nominal
	Nominal
	Nominal
	HIRS FWheel heater OFF 2/13/02

TCE24L&25L (HIRS & AVHRR) failed 5/13/98

RCE thermostat failed 5/13/98

Cold season 
	Nominal

TCE24 turned off (AVHRR H&L) 9/23/03
	TCE3H Batt 2A heater turned off 8/26/03  TOAR 428 

	
	N11
	N12
	N14
	N15
	N16
	N17


COMMENTS/CHANGES:

NOAA-11
Happy 15th anniversary for N11 SARSAT.  Otherwise no changes since previous report.

NOAA-12.  
 Spacecraft remains in YGC mode with skew gyro operating in place of X-gyro because of bad yaw updates that exceed 

the ten-degree update limit (on 12 Sept).  When ADACS is in YGC, these yaw updates are still performed, but there is no yaw correction applied to the spacecraft. There is, however a yaw bias term that is calculated and introduced into the yaw control loop. This is not a problem as long as the yaw updates are accurate because the yaw bias that results is correct for the immediate conditions.  However, currently N12 sun sensor shading is a continual yet unpredictable concern for the next 8 weeks which can result in numerous bad yaw updates.  When a “bad” yaw update occurs it may still be accepted by flight software as long as it does not exceed the ten-degree update limit (above which it is ignored).  When this happens a new yaw bias is calculated and introduced into the yaw control loop as a gyro bias correction.  If this happens frequently enough, or if the yaw bias is big enough, a yaw error will start to accumulate that will exceed the specified limits (±0.5 degrees in YGC) for yaw.  Since NOAA-12 has been in YGC most of the yaw updates have exceeded the ten-degree limit, but a few have not.  Therefore, the calculated yaw bias has increased, but not enough to cause a problem with yaw error.  If a bad yaw bias begins to cause an unacceptably large yaw error, the yaw bias filter will have to be reinitialized, and the yaw bias reset to a known good value. These steps would probably have to be repeated periodically as long as unpredictable sun sensor shading persists.  

While gyro redundancy does continue to exist on this spacecraft, in the current ADACS configuration and solar angle environment its capability could be considered somewhat tenuous.  The key to maximizing N12’s gyro redundancy capability is to get back on the X-gyro while the method for ensuring that this redundancy remains viable is to prevent bad yaw updates from corrupting the control loop.  Last week, plans were in place to transmit two command words to N12 that would have disabled yaw updates after which commands to switch back to X-gyro would have been implemented.  Unfortunately, while simulating the yaw disable commands the spacecraft performed a bus switch (on the simulator) after the commands were transmitted.  An investigation ensued but a final determination could not be made as to whether the switch was “real” (i.e. would also occur on orbit) or simply a TTS problem (since the TTS model is primarily based on KLM spacecraft).  Concurrently, a flight software patch has also been generated which will simply ignore yaw updates.  However, that patch has also yet to be successfully tested and until such a test can be demonstrated with either one of these methods the operation to switch back to the X-gyro remains on hold with an implementation date currently set as NET 29 Sept.

NOAA-14:
After stabilizing somewhat the previous week, the N14 AVHRR scan motor current began to rise again (illustration 1).  

Recent imagery remains primarily degraded (illustration 2) with no reconfigurations under consideration at this time.  

The N14 power subsystem was nominal during the past week with a steady bus voltage and a shunt which is not 

operating at peak capacity (illustration 3).  No additional N14 solar array moves are expected for the remainder of this calendar year although some reconfiguration may be required in Feb of 2004.
NOAA-15:
AVHRR, and AMSU-B motor currents were nominal during the past week.  A HIRS filter motor surge that was 

reported last week returned to nominal after two days (illustration 4).  

AMSU temperatures continue to trend lower past the “historically” low values registered during the past two weeks illustration 5).  These temps will continue to fall until as late as mid-October when the sun angle on the spacecraft “bottoms out” at 14 degrees  (NOTE:  comparison of current “record temps” relative to past performance is skewed by the change in values that the TIP swap brought on after being implemented in April 03.)  The implications of these low temps are not readily apparent as no reports of degraded imagery from any of these instruments has been reported to EMOSS. 

The Rgyro test remains postponed with no date yet planned as does a plan to put N15 into YGC mode for several revs in order to get performance data.  EMOSS is attempting to retrieve data from a YGC test conducted with N15 in October of 2001.  Jim Shepard is POC for this retrieval.

NOAA-16: 
As was reported in “special bulletins” sent to Weekly Report “subscribers”, (and available upon request to those who 

did not receive them) the N16 AVHRR scan motor experienced an anomaly starting at 07:40Z on 17 Sept (illustration 6) and has yet to return to completely nominal (although some improvement has been noted since early 23 Sept).  This anomaly was accompanied by surging scan motor currents (but not temps), erratic synch delta’s that resulted in numerous rephases and degraded imagery (illustration 7a&b).  Another, peripheral impact was a large increase in the 

Y-gyro flight data which was influenced by the erratic movement of the AVHRR scan motor (illustration 8).  In response, on 18 Sept EMOSS engineers disabled rephasing and implemented a process where rephase enable would be performed manually for several seconds, twice a day.  Starting Friday, 26 Sept, this rephasing operation will be done once per day out of stored commands at 04:30Z.  A possible cause of this anomaly was that the AVHRR had become too cold and its lubricant too thick resulting in scan motor sticking.  In response to this possibility, a team of NOAA management, EMOSS engineers, and various science analysts and product personnel agreed that heating the instrument might decrease the viscosity of the lubricant and allow the scan motor to move freely again (as had been successfully accomplished with N12 AVHRR in 1993).  To warm up the instrument, the TCE (24) which controls the louvers (and heater) was commanded off on 23 Sept at 14:00Z.  As of this writing, the average temperature on the AVHRR Baseplate has risen by approximately 2 degrees C (to 18 degrees) after 6 hours and is continuing to rise.  Since engineers are unsure at what level the new Baseplate temp will reach equilibrium, controllers have been instructed to turn this TCE24 back on if the Baseplate temperature reaches a red high limit of 29.5 degrees.  An Event Report on this anomaly has been generated by EMOSS engineer Will Kent with a TOAR to follow.  N16 AVHRR is now considered YELLOW in status. 

During the past week (illustration 9) there were no additional “out of family” yaw updates and the current XA, YA, ZA 

gyro channel assignments (reconfigured on 29 July) appear to have improved the N16 attitude control performance.

NOAA-17:
Plans are being generated to once again dump GAC data over Svallbard using N17 STX-4.  The tests are scheduled to 

begin on 23 Sept and last at least one week.  Angelique Riley is EMOSS POC for these operations.

EMOSS engineer Jim Shepard is investigating another “out of family” change in operating profile on N17’s Gyro 1 and 3 motor current (illustration 10) which occurred on 19 & 20 Sept (the second week in a row this surge has happened to these two gyros).  No autonomous reconfigurations occurred because of this small surge nor did any limits flag.  In addition, the components settled down (although at slightly higher levels) several hours later and other ADACS telemetry appeared nominal. 

NOAA-N
NOAA-N data base has not yet been delivered and is required to support the end to end test currently scheduled for late 

October. 

EMOSS engineers supported an MHS/MIU software meeting at ISI on 23 Sept.
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Illustration 1:   N14 AVHRR Scan Motor Health
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Illustration 2:  N14 Most recent AVHRR Image 23 Sept 03
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Illustration 3:  N14 Power Subsystem Health Analysis
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Illustration 4:   N15 HIRS Return to Nominal
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Illustration 5:  N15 AMSU Temps Continuing to Fall 
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Illustration 6:  N16 AVHRR Scan Motor Anomaly

(Graphical data on TCE24 turnoff and temp increase on 23 Sept not available at the time of this writing.  At this time Scan Motor current is approximately 240-250 mAmps and relatively steady.  Temp is 18 degrees and climbing. Rephase is disabled.)
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17 Sept 03,   01:20Z (before surge)


  17 Sept 03   22:00Z (after surge) 

Illustration 7a:  N16 AVHRR Imagery Analysis before and after scan motor current surge.  
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22 Sept 03, 12:30Z (rephase enable pass)

     23 Sept 03 17:00Z (most recent) 

Illustration 7b:  N16 AVHRR Imagery Analysis after rephase disabled.  (Note:  On left image, a manual rephase was executed (see black horizontal line near bottom quarter of image).  This, for a time, improved imagery, although it degraded again later.  However, starting early 23 Sept, before TCE24 turnoff, imagery was improved and has remained that way through most of the day.  
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Illustration 8:  N16 AVHRR Anomaly Effect on Attitude Determination  
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Illustration 9:  N16 Yaw Determination and Control Analysis, still nominal…
[image: image16.png]



Illustration 10:  N17 ADACS Gyro Motor analysis

(under investigation by Jim Sheperd

POLAR SPACECRAFT TIP CLOCK ERROR

WEEK ENDING September 19, 2003

	DAY/DATE


	NOAA-11
	NOAA-12
	NOAA-14
	NOAA-15
	NOAA-16
	NOAA-17

	FRI.    09/12


	-1025 msec
	-470 msec
	000 msec
	+044 msec
	+002 msec
	 +031 msec

	SAT.   09/13


	-1255 msec
	-473 msec
	000 msec
	+043 msec
	+002 msec
	 +033 msec

	SUN.   09/14


	-1285 msec
	-479 msec
	000 msec
	+043 msec
	+002 msec
	 +034 msec

	MON.  09/15


	-1215 msec
	-486 msec
	000 msec
	+042 msec
	+002 msec
	 +036 msec

	TUE.   09/16


	-1345 msec
	-490 msec
	000 msec
	+043 msec
	+002 msec
	 +036 msec

	WED.  09/17


	-1475 msec
	-496 msec
	000 msec
	+042 msec
	+002 msec
	 +037 msec

	THU.   09/18


	-1604 msec
	-505 msec
	000 msec
	+042 msec
	+003 msec
	 +038 msec


EMOSS POC for this chart is JIM SHEPHERD

NOAA-12:  
As of 09/03/02 the TIP clock is corrected daily by +70 msec to compensate for drift.



ADDED 1250 mSecs to spacecraft command clock on 6 June
NOAA-14:  
As of 04/23/03 the TIP clock is corrected daily by –-7.3 msec to compensate for drift.



SUBTRACTED 150 msec from spacecraft command on 10 June. 

NOAA-15:  
As of 04/23/03 the TIP clock is corrected daily by –-8 msec to compensate for drift.



ADDED 100 msec to spacecraft command clock on 10 June.
NOAA-16:  
As of 04/23/03 the TIP clock is corrected daily by –5.1 msec to compensate for drift.



SUBTRACTED 100 msec from spacecraft command clock on 10 June.
NOAA-17:  
As of 04/23/03 the TIP clock is corrected daily by -1 msec to compensate for drift.

SUBTRACTED 100 msec from spacecraft command clock on 10 June.
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Weekly N17 CPU Error Scrubs
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NOAA-17 Scrubber Hits from 15 Sep 2003 through 21 Sep 2003:

[image: image20.wmf] 


Red/Circle = CPU#1     Black/X = CPU#2

PACS DATA AVAILABILITY (%)

NOT AVAILABLE AT THE TIME THIS REPORT WAS PUBLISHED

DTR Inf. (*):

NOAA-11        
DTR 1B -Inoperative.

DTR 2A/B -Frequently noisy

                  
DTR 4B -Frequently noisy



DTR 5A/B -Inoperative

NOAA-12
DTR 5A -Inoperative.



DTR 2B -Occasionally noisy and short

NOAA-14
DTR 4A/B -Inoperative.



DTR 3B -Unreliable playbacks, Removed from operations.



DTR 2A -Inoperative, DOY/200

NOAA-15
DTR 5A/B - Inoperative

NOAA-16            DTR 5A/B -Inoperative

                             DTR 3A -safe state change 1B



DTR 4B –Inoperative 1/12/03

NOAA-17
DTR 5A/B-Inoperative 2/16/03 Anomaly

Acronyms:

DL – Drop lock(s)
PE - Parity Error(s)


DQR - Data Quality Report


BE - Bit Error(s)
DAR - Data Accountability Report
MFR - Multi-Function Receiver









