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ALSO SEE: http://www.oso.noaa.gov/poesstatus/                         EMOSS-2

For changes or comments contact Jeff Devine 301-817-4020


POLAR Spacecraft Status As of: Tues, 14 Sept 04  16:00 EST

(changes from last week in bold border)
	Subsystem/

Component
	NOAA-12D

AM:AN=1646

STIP data only
	NOAA-14J

AM:AN=2006

STIP data only
	NOAA-15K

AM:AN=1822

GAC data only
	NOAA-16L

PM:AN=1424

GAC&LAC data
	NOAA-17M

AM: AN=2224

GAC&LAC data
	NOAA-N18
Planned PM

Plan AN=14:00L

	LAUNCHED 


	05/14/91
	12/30/94
	05/13/98
	09/21/00
	6/24/02  
	Planned

NET 2/11/05

	CNTL OBP
	OBP2
	OBP2

 OBP1 inoperative
	OBP2


	OBP2


	OBP2

CPU1&2 Err TOAR
	

	BUS
	B-BUS

XSU-1
	B-BUS

XSU2 (XSU1 inop)
	B-BUS

XSU-1
	B-BUS

XSU-1
	B-BUS

XSU-1
	

	BUS VETO
	NO
	NO
	NO
	NO
	NO
	

	ADACS

X=Yaw

Y=Roll

Z=Pitch 
	Nominal Mode

RGmode=Monitor
Gyro chans=XYZ
	Nominal Mode

Rgmode=Disabled

Gyro chans=XYZ

SS check Disabled when mode=YGC 
	Nominal Mode

Rgmode=Monitor

Gyro-3 Off 6/26/00 Gyro chans=AAB 

N2 Low PSI invalid
	Nominal Mode

Rgmode=Monitor

Gyro-3 Off 6/10/04

Gyro chans=AAA

Gyro3 TOAR 427
	Nominal Mode

Rgmode=Monitor
Gyro-3 Off 6/10/04
Gyro chans=AAB

Gyro3 TOAR 436
	New 

ring laser gyro

	RXO
	PRI

BU random enables
daily bias+6.5 mS

+500 mSec 2 Sept
	PRI

BU random enables daily bias–7.0 mS 
	PRI
daily bias -8 mSec

+100 mS  31Au04
	PRI

Daily Bias –5.5 mS

-100 mS  31Au04 
	PRI

Daily Bias –3 mSec


	 

	CLOCK DIV
	2
	2
	2
	2
	2
	

	MIRP
	External Synch

Rephase Enabled
	External Synch

Rephase 0730 Daily
	External Synch Rephase 0730 daily
	External Sync

Rephase each orbit
	External Sync

Rephase Enabled
	

	TIP SIDE
	1
	1
	2

(since 4/23/03)

Channels  224 -227 invalid TOAR 432
	1 

Analog telem drifting
	1

Analog telem drifting
	

	DTRs
	3, 4, 5B 
Safestate 3B since 9 Jun
	1, 2B, 3A, 5 Safestate- 1B


	1, 2, 3, 4 Safestate 1B EOT
	1,2,3,4A

Safestate 3A

4B TOAR 418 

(STIP only)
	1,2,3,4

Safestate=1B

DTR2-SSR

DTR5  TOAR 420
	All solid state digital recorders

	VTX

(APT data)
	#1 ON

137.50 MHZ

Conflict with N15 19Sep-20Oct
	OFF

Since 8/14/02 
	#1 ON

137.50 MHZ

Plan turnoff 19 Sep

RF conflict N12
	INOP

OFF since 11/15/00
	#2 ON

137.62 MHZ
	

	BTX
	#1

136.77 MHZ
	#2

137.77 MHZ
	#1

137.35 MHZ
	#1

137.35 MHZ
	#2

137.77 MHZ
	

	STX

#1=1698.0 mhz

#2=1702.5 mhz

#3=1707.0 mhz

#4=2247.5 mhz
	1 – HRPT;

2,3 - Playback
	3 – HRPT

2, 1 – Playback
	2-Omni HRPT

4-Playback

1,2,3-Degraded

	1 – HRPT;

2– Playback; 

4 – Playback

3 low power unused
	3 – HRPT    

TOAR424 low power

1&2 Playback
          4 – TIP


	 

	POWER

(Array offset, charge and eclipse states, sun angle)


	ArrayOff +50
since 8/31/04

Full Sun 

Battery UVtrip 7/25   

Sun Angle 20 down to 15 mid-Oct

Batts 1&2=LRC

V/T=4 (26Jul)

Shunt degraded
	Array Off -55

Since 8/21/03
Eclipse all year

Sun Angle at 37 steady trend

Batts 1-3= LRC

Batts 1&3V/T=8/11

 Batt2 VT=9/11 )

Shunt Degraded 
	Array Off  -45

Since 1/25/01

Full Sun 
Sun Angle 15

down trend to 8 in early Oct

Batts 1-3= LRC

V/T=7/9
	Array  Off -40

Since 7/16/02

Eclipse all year

Sun Angle 55
downtrend to 49 on 31 Oct

Batts 1-3= LRC

V/T=4/8
	Array Off. –40
Since 1/29/04

Eclipse all year

Sun Angle at 68

Steady trend

Batts 1-3= LRC
V/T= 4/8 
	

	 AVHRR
	Nominal

Turned backon 7/28 Chan-2A on 8/3/04 


	INOP

Scan motor stalled

14 Apr 04
	Nominal

Rare major scan motor surges. Last 

Incident  8/9/03
	IMPROVED

No bar code or  wave patterns. Scan motor current nominal

TCE24 OFF 4/14

Chan 3B only. 
	Nominal
3A-B switch enabled

Scan Motor on watch list
	New brushless scan motors

	AMSU-A1


	
	
	Operational

Ch14 inoperative

Ch11 inoperative


	Operational
TOAR 415 on primary PLLO chans 9-14  bias shift.

TOAR 417 on Backup PLLO inop

Diffuser  test 

7/16. negative


	OFF/INOP

Since 10/30/03

Inoperable Red in status. Survival heat on.  

	

	AMSU-A2
	
	
	Nominal
	Nominal
Space Position-2
	Nominal
	

	AMSU-B 
	
	
	Operational

Bias in All Chans.  

Motor surges ,most recent 8/26/04

IPD Reports of degraded data on Chan-3 since 4/30
	Operational 

Space Position-3

IPD reports channel 8 degradation
	Nominal


	

	HIRS
	ON / INOP

Turned on  8/30/04

For power balance

Filter Wheel turned OFF 10/17/02.  
	NOMINAL

Operational

Occasional loss of Fwheel synch
	VARIABLE

FW mode=Hi Powr

FW Heater OFF  
Frequent Filter Motor current “mini” surges

Occasional major FM current surges, most recent 6/3/04
	Operational

Occasional major FM surges, most recent

4/29/04

IPD Reports of excess noise in space view channels 21May04
	NOMINAL

1 Pixel cross track  misalignment .
	

	MHS/MIU


	
	
	
	
	
	Integrated on spacecraft

Replaces AMSUB

	MSU
	ON / INOP

Turned on  8/30/04

For power balance 
Scan Motor OFF  since 3/12/03
	Operational

Scan motor and antenna problems
	
	
	
	

	SSU
	
	Nominal
	
	
	
	

	DCS
	Nominal
	Nominal
	Nominal
	Nominal
	Nominal
	

	SARR
	
	Nominal
	Operational

A-Side

All AGC Mode

Intermittent failures for 243MHz  A&B 
	Operational

A-side

All AGC Mode

(B-side in FG mode)

243 MhZ = INOP.
	Nominal

A-side

All AGC Mode 

	

	SARP
	
	OFF

Power Failure
	Nominal

RCVR B/W = 2
	Nominal

RCVR B/W = 2 
	Nominal
	

	SEM
	ON/Nominal

Turned on 8/30/04

Elec-CH-HVPS=4

Prot-CH-HVPS=0
	Operational 

Elec-CH-HVPS=0

Prot-CH-HVPS=0

1 of 4 Telescopes inoperative
	Nominal

E-CDEM-HVPS=2

P-CDEM-HVPS=0
	Nominal 

E-CDEM-HVPS=5

P-CDEM-HVPS=4
	Nominal

E-CDEM-HVPS=2

P-CDEM-HVPS=3
	

	SBUV
	
	Degraded

Grating motor stuck at position –930 on 7/8/04 recovery ops successful 7/9

Flex memory 3 (giant step) ops suspended indefinitely on 12/2/03

Reduced operations  started 6/5/03
	
	Operational
Flex Mem-3 reloaded

For testing

Degraded Ozone data reported TOAR 435

TOAR 433 Backup Diffuser failure Closed 9/14/04
Cause inconclusive

Primary Diffsuer deployment problem TOAR 426 

AMSU EMI causing erratic Behavior  in PMT cathod, range 3 
	Nominal

Anode Mode 

	 

	SADPOS 


	
	
	N/A
	ON 

Enabled MFactor=50%
	ON

ENABLED


	

	THERMAL

Heaters, louvers

TCE’s
	Nominal

TCE’s back to nominal configuration following 7/25/04 UVtrip.  
	Nominal
	TCE26 & 15H 

Telem invalid 

TOAR 432 

HIRS FW Heat OFF

TCE24L&25L (HIRS & AVHRR) failed 5/13/98

RCE thermostat failed 5/13/98

S/C in strong cooling trend
	Nominal

TCE24 OFF 4/14 (AVHRR H&L) 


	TCE3H Batt 2A heater failed ON, turned off 8/26/03  TOAR 428
CLOSED 9/14/04 no corrective action possible.

AMSU-A1 survival heaters on 10/29/03 
	

	
	N12
	N14
	N15
	N16
	N17
	NOAA-N18


COMMENTS/CHANGES:

NOAA-12
Because of an RF conflict with N16, there are far fewer passes available for N12 (1 per day on average vs. 4 desired). 

While this situation remains there will once again be significantly less data than is adequate for a thorough health 

assessment for N12.   Otherwise there were no changes to N12 from the previous report.  

NOAA-14:
The N14 power situation remained stable during the past reporting period with minimum battery voltages remaining above 20.5 at all times.  At this time, the percentage of time that N14 spends in the dark during each orbit remains stable at approximately 20% although that percentage is expected to increase to 23% by mid-November.  By that time, it may be possible that a power subsystem reconfiguration will be required to maintain an adequate margin to ensure no undervoltage situation occurs.  Discussions and analysis are ongoing, (illustration 1).

NOAA-15:
The cooling trend on many N15 components continued last week (illustration 2).  AMSU-B did not experience any scan motor current surges last week and appears to be progressing nominally through this cooling trend (illustration 3).  The N15 AVHRR was also nominal last week with no erratic scan motor currents and while component temperatures continue with their nominal downtrend (illustration 4).  The N15 HIRS had another of its “standard” filter motor current “mini surges” which quickly returned back to “nominal” as its temperature continued to trend slowly downward (illustration 5).  On a positive note, there have been no reports of HIRS imagery degradation from any of these mini surges and none observed by EMOSS engineering.  Sally House is EMOSS POC.


The N15 and N12 APT transmitters (VTX-1) will be in RF conflict starting 19 Sept at 22:00Z.  As has become the standard operating procedure for this situation, N15 APT data flow (VTX-1) will be powered off until the conflict is over on 20 Oct.

NOAA-16:
The N16 AVHRR scan motor current which has been continually improving over the past several weeks made an even more “dramatic” improvement on 11 Sept dropping down to what had previously been its approximate nominal operating range.  This improvement has been accompanied by a significant improvement and stabilization on the synch delta value and on imagery as well with no bar codes being observed for over a month and no wave patterns since the improvement on 11 Sept.   Currently, the N16 AVHRR is in a slight warming trend which is well within nominal value.  See graphics in illustrations 6-12 for additional information.  

The N16 HIRS was also stable and nominal during the past reporting period and has shown little of the thermal coupling with AVHRR that it previously did in the Winter of 2003. (Illustration 13) 

The ADACS on N16, as measured by its gyro motor currents and yaw update values was also nominal during the past reporting period (although the yaw updates have risen somewhat over the past week compared to previous weeks; Illustration 14.)  Jim Sheperd is EMOSS POC for this issue.

Because of a miscomparison between the N16 spacecraft and its ground software image which was discovered following a image comparison operation, the N16 flight software was changed to update the BCX limits on SCP-1.   This operation was performed on 7 Sept at 17:50Z.  Jon Woodward was EMOSS POC for this operation.

TOAR 433 (SBUV Backup diffuser encoder malfunction) was closed by the TOAR Board on 14 Sept.  A final unanimous conclusive disposition as to the cause of the problem was not forthcoming but an in-depth close out report was submitted and is on file in the EMOSS area (among other places).  No corrective action can be taken to correct this situation.  

NOAA-17:
EMOSS engineers continue to closely monitor the N17 AVHRR scan motor for signs of degraded performance.  

Already it has been noticed and reported that this component has been performing with less stability than has been historically the case.  This component, after stabilizing last week, has since begun to rise again which may be indicative of slightly less stability.  On the positive side, its synch delta remained very stable to slightly improved, its thermal profile is completely stable and nominal and all imagery remains free of any degradation over the same time period (illustrations 15-18).  EMOSS engineers will continue to closely monitor this payload and report of any changes in performance as they occur.  Jim Walters and Sally House are POC’s.

The ADACS on N17 was also nominal during the past reporting period although slightly less stable (as measured by gyro currents) than that on N16 (illustration 19)  Jim Sheperd is EMOSS POC.

On 14 Sept, the TOAR Board closed TOAR 428;  Battery -2A Heater (TCE 3) Failure and 419; CPU single Event Upsets occurring in “unknown” memory location.  The conclusion for the latter TOAR (419) is that it has no effect on spacecraft performance, future designs will result in fewer upsets and no corrective action is possible.  On the former TOAR (428), software safeguards on the spacecraft are considered adequate for preventing damage to the battery in the case of a similar TCE failure.  No spacecraft software changes will be incorporated that monitors the TCE and shuts it down if it is the cause of a component overheating.

NOAA-N:
Last week EMOSS engineers received the N18 launch and early orbit visibilities schedule from the NOAA scheduling 

group incorporated them into the Flight Time Table Tool and forwarded the entire package to NASA for inclusion into the NOAA-N Launch Kickoff meeting.  Mark Hiedenriech and Jon Woodward were POC’s for this task.

EMOSS engineer Jim Sheperd generated the first launch ephemeris files for N18 during the past reporting period and 

will be sending them out to the factory personnel in the next several days.  This is just the first of what may be numerous iterations of this file that will be required prior to launch.

MISC:
Meetings supported by EMOSS personnel included the MOWG, the TOAR Board an N16 AVHRR assessment 

meeting, a ground system COP review the JASON concept of operations review and the CWS CCB.  The entire POES team will be attending the NOAA-N kickoff meeting at GSFC on 15 Sept.

Despite a number of technical/system problems encountered by the POES team, each subsystem engineer completed regression testing of the new PACS software by 10 Sept, in time for the planned 13 Sept release.  There were no significant problems detected by the engineers and the release was installed on 13 Sept but because of problems processing GAC data the software did not go operation at that time.  Currently the next scheduled installation is planned for 15 Sept.

Other tasks completed by EMOSS engineer Jon Woodward included:  Testing changes to ground system software for NOAA-18 load file creation on PACS, generating a draft of the monthly FSW image audit, and troubleshooting a CDA emulator problem on the DEV rail.

Jeff Devine began work on a Greta operations concept procedure and also set up the capability for NOAA supervisors to use Greta data for their own telemetry analysis capability from their own desktop computers.

Sally House continued her training for the POES payload subsystem engineer and also continued working on the MHS command builder building loads for the MHS on N18.
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Illustration 1:  N14 Battery Health Analysis

(stable and nominal but being closely monitored)
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Illustration 2:  N15 Selected Payload Thermal Analysis

(A distinct though nominal downtrend)
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Illustration 3:  N15 AMSU-B Health & Thermal Analysis

(All within normal expectations)
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Illustration 4:  N15 AVHRR Health and Thermal Analysis

(All within nominal values and profiles)
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Illustration 5:  N15 HIRS Filter Motor Analysis

(About the same as always)
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Illustration 6:  N16 AVHRR Scan Motor Analysis

(back in the zone)
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Illustration 7:  N16 AVHRR Scan Motor Current Comparison 

(Comparing the N16 AVHRR Against Itself: 

“Now” vs Pre-Anomaly “Then”)
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Illustration 8:  Comparing N16 AVHRR Recovery vs That Which Occurred On N15.

(Note: TCE 24 AVHRR Heater and Louver failed on N15 in 1998)
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Illustration 9:  N16 AVHRR Thermal Analysis

(Note: TCE 24, AVHRR Heater and Louver has been, and remains powered off since 14 April 04 in order to keep the AVHRR warmer)
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Illustration 10:  N16 Imagery Analysis 

(note the ABSENCE of wave patterns along the left side of the image where previously it would be expected.  


Illustration 11:  N16 Recent AVHRR Imagery Analysis 

Perfectly nominal
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Illustration 12:  N16 Recent AVHRR Synch Delta Analysis 

Long term vs Recent
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Illustration 13:  N16 HIRS Health Analysis

(Generally nominal and relatively stable.)
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Illustration 14:  N16 ADACS Health Analysis

(Generally nominal and relatively stable.)
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Illustration 15:  N17 AVHRR Scan Motor Health Analysis

(Continues to provide just a little cause for concern.)
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Illustration 16:  N17 AVHRR Synch Delta Analysis

(Continued stability provides a little justification for optimism.)
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Illustration 17:  N17 AVHRR Thermal Analysis

(Stable and nominal)


Illustration 18:  N17 AVHRR Recent Imagery
No problems or degradations of any kind noticeable here.
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Illustration 19:  N17 ADACS Performance Assessment

N17 CPU Single Event Upset Scrub Analysis (New).  

Last week and total.
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TOAR 419:  Single Event Upsets occur in “unknown” memory address; closed on 14 Sep 2004.  No corrective action possible, no spacecraft impact.

POLAR SPACECRAFT TIP CLOCK ERROR

WEEK ENDING September 10, 2004

	DAY/DATE


	NOAA-12
	NOAA-14
	NOAA-15
	NOAA-16
	NOAA-17

	FRI.    09/03


	   -074 msec  *
	+010 msec
	+028 msec
	-044 msec
	-015 msec

	SAT.   09/04


	   -075 msec  *
	+008 msec
	+028 msec
	-044 msec
	-015 msec

	SUN.   09/05


	   -075 msec  *
	+009 msec
	+027 msec
	-043 msec
	-016 msec

	MON.  09/06


	   -075 msec  *
	+008 msec
	+022 msec
	-043 msec
	-016 msec

	TUE.   09/07


	N/A
	+015 msec
	+024 msec
	-043 msec
	-018 msec

	WED.  09/08


	   -077 msec  *
	+013 msec
	+023 msec
	-043 msec
	-015 msec

	THU.   09/09


	   -077 msec  *
	+014 msec
	+022 msec
	-043 msec
	-015 msec


EMOSS POC for this chart is JIM SHEPHERD

NOAA-12  
Autonomous +500mSec jump on 2 Sept


Daily ETCUP bias of +6.5 mSec started on 12/10/03. 
NOAA-14:  
As of 1223/03 the TIP clock is corrected daily by –-7.0 msec to compensate for drift.



Subtracted 150 mSecs on 30 June 

NOAA-15:  
As of 04/23/03 the TIP clock is corrected daily by –-8 msec to compensate for drift.



Added 100 msec to spacecraft command clock on 31 Aug 04
NOAA-16:  
As of 12/23/03 the TIP clock is corrected daily by –5.5 msec to compensate for drift.



Subtracted 100 msec from spacecraft command clock on 31 Aug 04.
NOAA-17:  
As of 12/23/03 the TIP clock is corrected daily by –3 msec to compensate for drift.



Added 125 Msecs3 Feb 04.

[image: image19.emf]TIME OFFSETS & DRIFTS

9/13/2004

CURRENT AVE OFFSET Ave daily drift since 1 Jan 2004 *

Autonomous +500 mSecs added 2 Sept 04

N12

-79.23812155 -0.219129495

Daily ETCUP set to   +6.5 mSecs 12/10/03

Drift Today

-0.0234

Clock update +1000 mS 10/17/03

CURRENT AVE OFFSET Ave daily drift since 30 June 2004 update  

N14

15.07869158 0.758645941

Daily ETCUP set to   -7.0 mSecs 12/23/03

Drift Today

0.144760265

Clock update -150ms 6/30/04

CURRENT AVE OFFSET Ave daily drift since 31 Aug 2004 update  

N15

20.90915558

-0.5737753

Daily ETCUP set to   -8 mSecs 4/22/03

Drift Today

0.010219183

Clock update +100ms 8/31/04

CURRENT AVE OFFSET Ave daily drift since 31 Aug 2004 update  

N16

-40.52600473

0.511535697

Daily ETCUP set to   -5.5 mSecs 12/23/03

Drift Today

0.981657988

Clock update -100ms 8/31/04

CURRENT AVE OFFSET Ave daily drift since 24 Feb 2004 Update  

N17

-18.78719349

-0.338458033

RXO swapped JDAY 183. ETCUP to  -3 Msec 

12/23/03

Drift Today -0.737225017

Clock update +125ms 2/24/04

* omits the 500 mSec jumps occuring every 76 days


PACS DATA AVAILABILITY (%)

Not available in time for publication

EMOSS POC for this chart Angelique Riley

DTR Inf. (*):

NOAA-12
DTR 5A -Inoperative.



DTR 2A/B -Occasionally noisy and short

                             DTR 1A/B - Inoperative

NOAA-14
DTR 4A/B -Inoperative.



DTR 3B -Unreliable playbacks, Removed from operations.



DTR 2A -Inoperative, DOY/200

NOAA-15
DTR 5A/B - Inoperative

NOAA-16            DTR 5A/B -Inoperative

                             DTR 3A -safe state change 1B



DTR 4B –Inoperative 1/12/03

NOAA-17
DTR 5A/B-Inoperative 2/16/03 Anomaly

Acronyms:

DL – Drop lock(s)
PE - Parity Error(s)


DQR - Data Quality Report


BE - Bit Error(s)

DAR - Data Accountability Report

MFR - Multi-Function Receiver

POES Engineering Contact List

Government

Renee Smith-Dearing  NOAA POES Constellation Lead 

301-817-4117

Dong Han:  NOAA, POES Payloads




301-817-4127

Keith Amburgy:  NOAA, IJPS and POES Spacecraft Bus

301-817-4263

Nicolaie Todirita (Todi)





301-817-4229

Contractor

Jeff Devine: EMOSS, POES Contractor Lead 


301-817-4020

Jim Walters:  EMOSS, POES Payload Engineer


301-817-4033

Angelique Riley, EMOSS, POES Comm and DHS


301-817-4028

Carl Gliniak, EMOSS POES Power and Thermal 


301-817-4207

Jim Sheperd, EMOSS POES Attitude Control


301-817-4030

Jon Woodward EMOSS, POES Flight Software C&CS

301-817-4019

Sally House EMOSS POES Payloads (in training)


301-817-4026














































