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ALSO SEE: http://www.oso.noaa.gov/poesstatus/                         EMOSS

For changes or comments contact Jeff Devine 301-817-4020


POLAR Spacecraft Status As of: Tues, 16 Dec 03  16:00 EST

(changes from last week in bold border)
	Subsystem/

Component
	NOAA-11H

Standby PM

STIP data only
	NOAA-12D

Standby AM

STIP data only
	NOAA-14J

Standby AM

STIP data only
	NOAA-15K

BACKUP AM

GAC data only
	NOAA-16L

PRIMARY PM

GAC&LAC data
	NOAA-17M

PRIMARY AM

GAC&LAC data

	LAUNCHED 
	09/23/88
	05/14/91
	12/30/94
	05/13/98
	09/21/00
	6/24/02  

	CNTL OBP
	OBP2
	OBP2
	OBP2

 OBP1 inoperative
	OBP2


	OBP2


	OBP2

	BUS
	A-BUS

XSU-1
	B-BUS

XSU-1
	B-BUS

XSU2 (XSU1 inop)
	B-BUS

XSU-1
	B-BUS

XSU-1
	B-BUS

XSU-1

	BUS VETO
	NO
	NO
	NO
	NO
	NO
	NO

	ADACS

 
	RGYRO Mode
(Y, Z-Gyros Failed)  Reduced Gyro S/W. 

X &S gyros only
	YGC Mode
Gyro chans=XYZ

Yaw updates disabled 10/1/03

RGmode=Monitor

Switch to nominal mode & enable Yaw update on hold 
	Nominal Mode

Rgmode=Disabled

Gyro chans=XYZ

SS check Disabled when mode=YGC 
	Nominal Mode

Rgmode=Monitor

Gyro-3 Off/Anom 

Gyro chans=AAB
	Nominal Mode

Rgmode=Disabled

Gyro chans=AAA

Gyro3 deselected 

Gyro3 TOAR 427
	Nominal Mode

Rgmode=Disabled

Gyro chans=BBB

Seasonal effects on Yaw updates starting to produce larger “swings”



	RXO
	PRI

BU random enables

daily bias +70mSec (control side only)

Swapped to B/U and commanded back to Primary 12/10/03
	PRI

BU random enables

daily bias+6.5 mS

as of 12/10 
	PRI

BU random enables daily bias–7.3 mSec

Plan to update by

 –50 mS and change daily bias to –7 mS on 12/23
	PRI
daily bias -8 mSec
	PRI

Daily Bias –5.1 mSec 

Plan to update by

 –100 mS and change daily bias to –5.5 mS on 12/23
	PRI

Daily Bias –1.7 mSec

Plan to update by

 –100 mS and change daily bias to –3 mS on 12/23



	CLOCK DIV
	2
	2
	2
	2
	2
	2

	MIRP
	ON
	External Synch

Rephase Enabled
	External Synch

Rephase Daily
	External Synch Rephase Daily. 
	External Sync

Rephase Daily
	Internal Synch

Rephase Enabled

	TIP SIDE
	1
	1
	1
	2

Since 4/24/03
	1 

Analog telem drifting
	1

	DTRs
	1A, 2B, 3, 4A Safestate - 2B,
	1, 3, 4, 5B 

Safestate- 1B


	1, 2B, 3A, 5 Safestate- 1B
	1, 2, 3, 4 Safestate 1B EOT

	1,2,3,4A

Safestate 3A

4B TOAR 418 

(STIP only)
	1,2,3,4

Safestate=1B

DTR2-SSR

DTR5  TOAR 420

	VTX

(APT data)
	OFF
	#1 ON

137.50 MHZ
	OFF      

Since 8/14/02 
	#1 ON
137.50 MHZ
	INOP

OFF since 11/15/00
	#2 ON

137.62 MHZ

	BTX
	#2

137.77 MHZ
	#1

136.77 MHZ
	#2

137.77 MHZ
	#1

137.35 MHZ
	#1

137.35 MHZ
	#2

137.77 MHZ

	STX

#1=1698.0 mhz

#2=1702.5 mhz

#3=1707.0 mhz

#4=2247.5 mhz
	 3 – TIP 

 1,2 - Playback
	1 – HRPT;

2,3 - Playback
	3 – HRPT

2, 1 – Playback
	1, 2, 3 - degraded; 

2 Omni–HRPT;

4- Playback 
	1 – HRPT;

2– Playback; 

4 – Playback

3 low power unused
	3 – HRPT    

TOAR424 low power

1&2 Playback
4 – TIP

	POWER

(Array offset, charge and eclipse states, sun angle)
	Array Off  -30

Since 6/19/02

Eclipse all year

Sun angle 75

Downtrend to 71

Batts1,2,3=LRC
VT1,2=6/8

VT3 = 8/11

Charge state safe

trip disabled
	ArrayOff -60
since 7/30/03
FULL SUN

Sun Angle at 24 Uptrend to 25 degs in mid-Jan 04.  

Sun sensor shading

possible until 4/04
Batts 1&2=LRC

         V/T=4
	Array Off -55

Since 8/21/03
FULL SUN

Sun Angle at 26 

Steady Trend

Batts 1-3= LRC

Batts 1&3V/T=8/11

 Batt2 VT=9/11 )

Shunt Degraded 
	Array Off  -45

Since 1/25/01

FULL SUN

Sun Angle peaked at 18 Steady trend
Batts 1-3= LRC

V/T=7/9
	Array  Off -40

Since 7/16/02

Eclipse all year

Sun Angle  56
UpTrend to 59 in mid Feb 04

Batts 1-3= LRC

V/T=4/8


	Array Off. –35
Since 7/1/02

Eclipse all year

Sun Angle at 66

Down trend to 60 early Feb 04
Batts 1-3= LRC
V/T= 4/8 

High shunt temps

	 AVHRR
	INOP
Failed power supply.  Off  since 1994
	Nominal
	DEGRADED

Scan motor erratic performance STATUS=RED
	Nominal

Rare Scan motor surges. Last 

Incident  8/9/03
	Recovering Scan motor current instability remains

Chan 3B only. 
	Nominal
3A-B switch enabled

	AMSU-A1


	
	
	
	ON

Ch14 inoperative

Ch11 inoperative


	ON
TOAR 415 on primary PLLO chans 9-14  bias shift.

TOAR 417 on Backup PLLO inop
	OFF/INOP

Since 10/30/03

Inoperable Red in status. Survival heat on.  TOAR 431 

	AMSU-A2
	
	
	
	ON
	ON 
Space Position-2
	ON

	AMSU-B 
	
	
	
	ON

Bias in All Chans.  

Motor current surges, most recent 11/20/03
	ON 

Space Position-3


	ON

	HIRS
	OFF

Filter Wheel Failed
	INOP

Filter Wheel turned OFF 10/17/02.  Electronics On
	ON

Operational
	Recovering

FW mode=Hi Powr
FW current erratic

last surge 15 Dec

FW Heaters off 

FW Synch, and Period monitor nominal 
	ON

Nominal


	ON

1 Pixel cross track  misalignment .

	MSU
	INOP

OFF, Antenna Failed
	INOP

Scan Motor OFF  since 3/12/03

Electronics ON.  
	ON

Scan motor and antenna problems
	
	
	

	SSU
	ON
	
	ON
	
	
	

	DCS
	ON
	ON
	ON
	ON
	ON

Nominal
	ON

Nominal

	SARR
	ON 

Low signal
	
	ON
	ON-A

All AGC Mode
Intermittent failures for 243MHz  A&B 
	ON-A

All AGC Mode

(B-side in FG mode)

243 MhZ INOPERATIVE.
	ON-A

Nominal 

All AGC Mode 


	SARP
	ON

Nominal
	
	OFF

Failed Power Supply
	ON

Nominal

RCVR B/W = 2
	ON 

Nominal

RCVR B/W = 2 
	ON

Nominal

	SEM
	
	ON 

Elec-CH-HVPS=4

Prot-CH-HVPS=0


	ON 

Elec-CH-HVPS=0

Prot-CH-HVPS=0

1 of 4 Telescopes inoperative

Autonomous reset and commanded recovery 12/16/03
	ON 

Nominal 

E-CDEM-HVPS=2

P-CDEM-HVPS=0
	ON

Nominal 

E-CDEM-HVPS=5

P-CDEM-HVPS=4
	ON

Nominal

E-CDEM-HVPS=2

P-CDEM-HVPS=3

	SBUV
	INOP

Grating motor OFF since 5/29/03 

Electronics and Heater remain ON 
	
	Recovering

Major grating drive anomaly
re-occured 11/27.  Recovery ops successful 11/28.

Flex memory 3 (giant step) ops suspended indefinitely on 12/2/03

Reduced operations  started 6/5/03
	
	ON

Backup Diffuser in use since 6/16/03.)

Primary =TOAR 426
antenna deploy anomaly,

Plans to return to Primary Diffuser in near future with date TBD
AMSU EMI causing erratic Behavior  in PMT cathod, range 3 
	ON

Nominal

Anode Mode 


	SADPOS 


	
	
	
	N/A
	ON 

ENABLED 

Disabled 23 Nov
RE-Enabled 24 Nov 
MFactor =50%
	ON

ENABLED



	THERMAL

Heaters, louvers

TCE’s
	Nominal
	Nominal
	Nominal
	HIRS FW Heater ON 6 Dec 03

OFF 8 Dec 03

TCE24L&25L (HIRS & AVHRR) failed 5/13/98

RCE thermostat failed 5/13/98

Cold season ended, trend reversed 
	Nominal

TCE24 turned off (AVHRR H&L) 9/23/03

AVHRR in warming trend
	TCE3H Batt 2A heater failed ON, turned off 8/26/03  TOAR 428

AMSU-A1 survival heaters on 10/29/03 

	
	N11
	N12
	N14
	N15
	N16
	N17


COMMENTS/CHANGES:

NOAA-11
The spacecraft autonomously switched the RXO from the Primary to the Backup (which is an occasional feature of 

this spacecraft) on 12/10/03 at approximately 18:00Z and the Polar AET commanded the RXO back to Primary during a pass at 21:40Z the same day.  EMOSS engineers continue to support NOAA discussions regarding N11 decommissioning options and provided analysis on the ability of N11 to continue operating in its current configuration into the foreseeable future.  A final resolution of this question has yet to be determined.

NOAA-12.  
Plans to switch back to nominal mode and re-enable Yaw Updates remain on hold in lieu of the minimal “margin of 

error” that the current sun angle is providing the spacecraft during the next 4 months.  While subject to change, the current plan has the spacecraft remaining in YGC mode with Yaw Updates disabled until the sun angle begins a “definitive” uptrend above 25 degrees early in April of 2004.  Jim Sheperd and Andy Miller are EMOSS POC’s for this issue.  

EMOSS engineers basically eliminated the N12 clock drift as of 10 Dec by implementing a daily clock ETCUP bias of +6.5 within the N12 recursive stored command table.  Jim Sheperd was EMOSS POC.  (Illustration 1)

VTX-1 is operating nominally and transmitting APT data since 7 Dec 03 when it was turned back on after an RF conflict with N15 ended.

NOAA-14:
The N14 AVHRR scan motor remained anomalous throughout the past reporting period (illustration 2).  After a 4 week 

outage PIDES is once again operational in the SOCC but imagery was unavailable at the time this report was generated so is not included again this week.  It remains safe to assume that there has been no improvement in image quality over the past week.

The SEM TED autonomously reset itself (an occasional feature of this N14 instrument) on 16 Dec at 09:45Z and 

was commanded back to its normal operating condition by EMOSS engineer Jim Walters at 13:30Z the same day with no long term impact anticipated (illustration 3)
The bus voltage on N14 remained steady during the past week while the shunt workload appears to have eased slightly since last week now that the sun angle on the spacecraft has peaked (Illustration 4)

SBUV was nominal during the past week (illustration 5) although the mini-giant step operation that normally occurs in Flex Memory 3 once per week was not implemented and will not be implemented in the foreseeable future.  The N14 SBUV tiger team plans to re-convene on 18 Dec where it will explore alternative operations concepts for this SBUV.

N14 Clock update planned for 23 Dec.  In order to maintain N14’s clock offset within the 1 pixel (75 mSec) range, EMOSS engineers are planning a –50 mSec update on 23 Dec.  In addition, to further slow the drift rate on this clock, the daily ETCUP bias will be changed to –7 mSecs (from –7.3). Jim Shepard is EMOSS POC for these updates.

NOAA-15:
Both AMSU-B and AVHRR were nominal during the past week (illustration 6).

The HIRS filter wheel continued to demonstrate relatively erratic performance during the past week especially on 15 

Dec when its motor current surged to over 270 mAmps (which is significantly higher than the “typical” filter motor current surges that have become something of a feature on this spacecraft).  In actuality, this HIRS component has not performed “truly nominally” since it “recovered” from a major surge in mid November 03 and has continually demonstrated a tendency to experience filter wheel current “aftershocks” since that event.  On the positive side, period monitor and filter wheel synch values have remained nominal throughout the entire week and EMOSS engineers have received no notification of HIRS imagery degradation (illustration 7.)  No reconfigurations or other operational plans are currently under consideration for this payload although EMOSS engineers will continue to monitor this situation closely.  Will Kent is EMOSS POC.

Progress on increasing the command watchdog timer to 10.5 hours (from 9) continues.  This implementation will be conducted as a software patch with an implementation date sometime in early to mid-Jan 04.  Jon Woodward is EMOSS POC for this reconfiguration.

NOAA-16: 
The N16 AVHRR scan motor current performance degraded further in the past week and even the synch delta began to 

show some hint of “less than stable” behavior, relative to “post recovery” performance (illustration 8-9)   On the positive side, there were no reports received by EMOSS engineers of any AVHRR imagery degradation and the AVHRR component temperatures remain very stable (illustration 10).  

Related to the AVHRR thermal profile, as reported late last week, the N16 HIRS filter motor current and temperature began to flag yellow high after a slow but continual rise that started in mid-Sept 03, coinciding almost perfectly with the turnoff of TCE24 (the AVHRR heater and louver).  While not considered in and of itself “anomalous” this situation is a distinct change in operating profile for this instrument and so was reported as soon as it was detected.  Engineering 

assessments of this situation are that the AVHRR is (and has been) radiating enough heat (based on both seasonal and configuration factors) to warm the HIRS which is in very close physical proximity.  The dynamics of this heating process is complex as are the effects upon the filter wheel operating profile although it is not believed to be a health concern, at this time.  The AVHRR is just now reaching the peak of its thermal cycle and its temperatures appear to have stabilized.  Soon, these temperatures should begin a new seasonal downtrend which is expected to continue exerting a direct influence on the HIRS filter wheel operating profile.  EMOSS engineers will be closely monitoring this situation to verify that the HIRS temperature (and current) follows the AVHRR trend downward.  Should the HIRS continue upward while the AVHRR trends down, a new TOAR would become a distinct possibility.  In the meantime, the EMOSS response has been merely to edit the PACS Limit Proc by one upward count to prevent the filter wheel value from flagging at this recent (stabilized?) level.  Will Kent is EMOPSS POC see illustration 11a&b for supporting data.

The N16 power subsystem was nominal during the past reporting period although the bus voltage continues a very slow upward trend (illustration 12)

Yaw updates continue displaying the seasonal effects of the earth’s closest approach to the sun.  Yaw update values were again higher than the week prior (illustration 13) and are expected to remain somewhat elevated until after the New Year.  According to EMOSS ADACS engineer Jim Sheperd, this is not an unexpected situation and is typical for this value on all POES spacecraft during the month of December.  

N16 Clock update planned for 23 Dec.  In order to maintain N16’s clock offset within the 1 pixel (75 mSec) range, EMOSS engineers are planning a –100 mSec update on 23 Dec.  In addition, to further slow the drift rate on this clock, the daily ETCUP bias will be changed to –5.5 mSecs (from –5.1). Jim Shepard is EMOSS POC for these updates.

SBUV reconfiguration to be performed with date still TBD.  According to Matt Deland who is requesting this reconfiguration: “I would like to recommend that the SBUV/2 diffuser encoder be switched from backup to primary as soon as possible, to try to resume normal diffuser operation.  Accurate long-term calibration can be continued with occasional diffuser deployment errors by excluding the affected samples from our instrument characterization analysis.  However, if we have to cope with a permanent change in diffuser position, the accuracy of the long-term calibration will depend on the stability of this new position.  I would prefer to avoid this situation.”  This reconfiguration should be implemented later this week or early next week.  Will Kent is EMOSS POC.

NOAA-17:
No new information on AMSU-A1 the past week.  The instrument remains powered off and inoperable.  No new testing is currently planned.  

The N17 shunt temperature trend appears to have stabilized since last week although its peak continue to remain at or near “record high” temperatures (illustration 14).  Concerns about these temperature have led to discussions about moving the solar array offset to reduce power generation although no such operation has yet been planned.  Meanwhile the N17 bus voltage was generally stable last week after some small surges the previous week raised concerns that perhaps too much power was being generated in lieu of the AMSU-A1 turnoff.  

N17 Clock update planned for 23 Dec.  In order to maintain N17’s clock offset within the 1 pixel (75 mSec) range, EMOSS engineers are planning a –100 mSec update on 23 Dec.  In addition, to further slow the drift rate on this clock, the daily ETCUP bias will be changed to –3 mSecs (from –1.7). Jim Shepard is EMOSS POC for these updates.

NOAA-N
A date of 12 Feb has been selected for the NOAA-N end to end test.  Concerns about MHS performance may influence 

that date but there has been no official notification at the present time.

MISC:
CWS testing by all EMOSS engineers has commenced and all indications are that CWS should be ready to begin 

parallel operations in the SOCC, at least for telemetry monitoring, by the beginning of the new year.  Assessment of CWS ground schedule operations and ABE performance will take a little longer to complete.

Carl Gliniak and Angelique Riley continue with their investigation of the data quality at low elevation Barrow supports.  EMOSS engineer Jeff Devine prepared the monthly status slides for NOAA management.  Jim Walters continues to “bit bust” NOAA-N CPU boost telemetry.

Redundancy management software is under development outside of EMOSS which is currently planned to be uploaded to the N15, 16 and 17 spacecraft in the spring of 2004.  This software is being developed primarily for the purpose of providing more sophisticated autonomy on board the spacecraft in the event that one or more gyros is powered off.  Jon Woodward will be EMOSS POC for testing and uploading this software to the spacecraft when that time occurs.
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Illustration 1:  N12; The last POES spacecraft with an operational AVHRR to have clock drift basically eliminated.

[image: image5.wmf]0

0.005

0.01

0.015

0.02

0.025

0.03

339

340

341

342

343

344

345

346

N14 SBUV Chop Motor Current 5-15 Dec 2003

VCMTRI

TIME

-1

0

1

2

3

339

340

341

342

343

344

345

346

N14 SBUV Memory Segment In Use 5-15 Dec 2003

VGPSEG

TIME

-800

-600

-400

-200

0

200

400

600

339

340

341

342

343

344

345

346

N14 Grating Position 5-15 Nov 2003

VGRPOS

TIME

19

20

21

22

23

24

339

340

341

342

343

344

345

346

N14 SBUV Grating Motor Temp 5-15 Dec 2003

NSBUGMTT

TIME


Illustration 2:  N14 Recent AVHRR Scan Motor Performance Analysis
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Illustration 3:  N14 SEM Reset and Recovery on 16 Dec 03
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Illustration 4: N14 Power analysis
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Illustration 5: N14 SBUV Anomaly Recovery Analysis
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Illustration 6:  N15 AMSU-B and AVHRR Monitoring.
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Illustration 7:  N15 HIRS Filter Wheel Analysis

HIRS operating in high power mode with filter wheel heater currently OFF.
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Illustration 8:  N16 AVHRR Scan Motor Health

(a little less stable than last report which was a little less stable than desired)

(No imagery available this week although PIDES is again operational).

Recent Close View 


Strategic Long View
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Illustration 9:  N16 AVHRR Synch Delta Values In Perspective

(Mean) and Stability (Standard Deviation) Analysis

Recent values are a little less stable than desired although historically still well within nominal range.
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Illustration 10:  N16 AVHRR Thermal Analysis

(appears to have peaked which is expected to help bring down N16 HIRS filter wheel temperatures and current)
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Illustration  11a:  N16 HIRS operating profile during the past reporting period.

Health values appear to have stabilized and perhaps even reversed the trend that resulted in a limit flag last week.  Image quality values are nominal.
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Illustration  11b:  N16 HIRS “strategic” operating profile during the past year and a half.
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Illustration 12:  N16 Shunt temp and bus voltage performance trend data
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Illustration 13:  N16 Yaw Control Analysis

Still nominal but showing signs of wider, seasonally based swings
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Illustration 14:  N17 Shunt Analysis

Thermal profile appears to have stabilzed.

Solar Array Offset Move Necessary?

POLAR SPACECRAFT TIP CLOCK ERROR

WEEK ENDING December 5, 2003

	DAY/DATE


	NOAA-11
	NOAA-12
	NOAA-14
	NOAA-15
	NOAA-16
	NOAA-17

	FRI.    11/28


	-1830 msec
	+035 msec
	+029 msec
	+035 msec
	+046 msec
	+042 msec

	SAT.   11/29


	-1660 msec
	+031 msec
	+031 msec
	+034 msec
	+046 msec
	+044 msec

	SUN.   11/30


	-1789 msec
	+025 msec
	+032 msec
	+033 msec
	+047 msec
	+045 msec

	MON.  12/01


	-1719 msec
	+017 msec
	+032 msec
	+035 msec
	+046 msec
	+046 msec

	TUE.   12/02


	-1849 msec
	+007 msec
	+033 msec
	+035 msec
	+046 msec
	+046 msec

	WED.  12/03


	-1679 msec
	+005 msec
	+033 msec
	+034 msec
	+047 msec
	+048 msec

	THU.   12/04


	-1209 msec
	-002 msec
	+034 msec
	+032 msec
	+047 msec
	+049 msec


NOAA-11  
As of 09/03/02 the Control Side TIP clock is corrected daily by +70 msec to compensate for drift.



As of 11/03/03 Non control side clock is no longer supported

NOAA-12  
ADDED 1000 mSecs to spacecraft command clock on 10/17/03.  

N12

Daily ETCUP bias of +6.5 mSec started on 12/10/03
NOAA-14:  
As of 04/23/03 the TIP clock is corrected daily by –-7.3 msec to compensate for drift.



PLAN to subtract 50 msec from spacecraft command on 23 Dec 03. 

NOAA-15:  
As of 04/23/03 the TIP clock is corrected daily by –-8 msec to compensate for drift.



ADDED 100 msec to spacecraft command clock on 10 June.
NOAA-16:  
As of 04/23/03 the TIP clock is corrected daily by –5.1 msec to compensate for drift.



Plan to subtract 100 msec from spacecraft command clock on 23 Dec 03.
NOAA-17:  
As of 10/21/03 the TIP clock is corrected daily by –1.7 msec to compensate for drift.





Plan to subtract 100 msec from spacecraft command clock on 23 Dec 03.
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Weekly N17 CPU Error Scrubs
NOAA-17 Scrubber Hits from 8 Dec 2003 through 14 Dec 2003:
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PACS DATA AVAILABILITY (%)

Unavailable today due to flu

DTR Inf. (*):

NOAA-11        
DTR 1B -Inoperative.

DTR 2A/B -Frequently noisy

                  
DTR 4B -Frequently noisy



DTR 5A/B -Inoperative

NOAA-12
DTR 5A -Inoperative.



DTR 2B -Occasionally noisy and short

NOAA-14
DTR 4A/B -Inoperative.



DTR 3B -Unreliable playbacks, Removed from operations.



DTR 2A -Inoperative, DOY/200

NOAA-15
DTR 5A/B - Inoperative

NOAA-16            DTR 5A/B -Inoperative

                             DTR 3A -safe state change 1B



DTR 4B –Inoperative 1/12/03

NOAA-17
DTR 5A/B-Inoperative 2/16/03 Anomaly

Acronyms:

DL – Drop lock(s)
PE - Parity Error(s)


DQR - Data Quality Report


BE - Bit Error(s)
DAR - Data Accountability Report
MFR - Multi-Function Receiver










