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ALSO SEE: http://www.oso.noaa.gov/poesstatus/                         EMOSS

For changes or comments contact Jeff Devine 301-817-4020


POLAR Spacecraft Status As of: Tues, 02 Dec 03  18:00 EST

(changes from last week in bold border)
	Subsystem/

Component
	NOAA-11H

Standby PM

STIP data only
	NOAA-12D

Standby AM

STIP data only
	NOAA-14J

Standby AM

STIP data only
	NOAA-15K

BACKUP AM

GAC data only
	NOAA-16L

PRIMARY PM

GAC&LAC data
	NOAA-17M

PRIMARY AM

GAC&LAC data

	LAUNCHED 
	09/23/88
	05/14/91
	12/30/94
	05/13/98
	09/21/00
	6/24/02  

	CNTL OBP
	OBP2
	OBP2
	OBP2

 OBP1 inoperative
	OBP2


	OBP2


	OBP2

	BUS
	A-BUS

XSU-1
	B-BUS

XSU-1
	B-BUS

XSU2 (XSU1 inop)
	B-BUS

XSU-1
	B-BUS

XSU-1
	B-BUS

XSU-1

	BUS VETO
	NO
	NO
	NO
	NO
	NO
	NO

	ADACS

 
	RGYRO Mode
(Y, Z-Gyros Failed)  Reduced Gyro S/W. 

X &S gyros only
	YGC Mode
Gyro chans=XYZ

Yaw updates disabled 10/1

RGmode=Monitor

Plan to return to Nominal mode & enable Yaw updates 9 Dec
	Nominal Mode

Rgmode=Disabled

Gyro chans=XYZ

SS check Disabled when mode=YGC 
	Nominal Mode

Rgmode=Monitor

Gyro-3 Off/Anom 

Gyro chans=AAB
	Nominal Mode

Rgmode=Disabled

Gyro chans=AAA

Gyro3 deselected 

Gyro3 TOAR 427
	Nominal Mode

Rgmode=Disabled

Gyro chans=BBB



	RXO
	PRI

BU random enables

daily bias +70mSec (control side only)
	PRI

BU random enables

+1000mS on 10/17 

Plan daily ETCUP bias of –6.5 mS 
	PRI

BU random enables daily bias–7.3 mSec
	PRI
daily bias -8 mSec
	PRI

Daily Bias –5.1 mSec 
	PRI

Daily Bias –1.7 mSec



	CLOCK DIV
	2
	2
	2
	2
	2
	2

	MIRP
	ON
	External Synch

Rephase Enabled
	External Synch

Rephase Daily
	External Synch Rephase Daily. 
	External Sync

Rephase Daily
	Internal Synch

Rephase Enabled

	TIP SIDE
	1
	1
	1
	2

Since 4/24/03
	1 

Analog telem drifting
	1

	DTRs
	1A, 2B, 3, 4A Safestate - 2B,
	1, 3, 4, 5B 

Safestate- 1B


	1, 2B, 3A, 5 Safestate- 1B
	1, 2, 3, 4 Safestate 1B EOT

	1,2,3,4A

Safestate 3A

4B TOAR 418 

(STIP only)
	1,2,3,4

Safestate=1B

DTR2-SSR

DTR5  TOAR 420

	VTX

(APT data)
	OFF
	OFF

Conflict with N15 ending. Turn #1 back on 7 Dec 
	OFF      

Since 8/14/02 
	#1
137.50 MHZ

Conflict with N12 ends 7 Dec
	INOP

OFF since 11/15/00
	#2

137.62 MHZ

	BTX
	#2

137.77 MHZ
	#1

136.77 MHZ
	#2

137.77 MHZ
	#1

137.35 MHZ
	#1

137.35 MHZ
	#2

137.77 MHZ

	STX

#1=1698.0 mhz

#2=1702.5 mhz

#3=1707.0 mhz

#4=2247.5 mhz
	 3 – TIP 

 1,2 - Playback
	1 – HRPT;

2,3 - Playback
	3 – HRPT

2, 1 – Playback
	1, 2, 3 - degraded; 

2 Omni–HRPT;

4- Playback 
	1 – HRPT;

2– Playback; 

4 – Playback

3 low power unused
	3 – HRPT    

TOAR424 low power

1&2 Playback
4 – TIP

	POWER

(Array offset, charge and eclipse states, sun angle)
	Array Off  -30

Since 6/19/02

Eclipse all year

Sun angle 77

Downtrend to 71 on 

1 Feb 04

Batts1,2,3=LRC
VT1,2=6/8

VT3 = 8/11

Charge state safe

trip disabled
	ArrayOff -60
since 7/30/03
FULL SUN

Sun Angle at 21 Uptrend to 25 degs in mid-Jan 04.  

Sun sensor shading

Until 12/5/03
Batts 1&2=LRC

         V/T=4
	Array Off -55

Since 8/21/03
FULL SUN

Sun Angle at 26 

Steady Trend

Batts 1-3= LRC

Batts 1&3V/T=8/11

 Batt2 VT=9/11 )

Shunt Degraded 
	Array Off  -45

Since 1/25/01

FULL SUN

Sun Angle at 17 Uptrend to 18 in mid-Dec

Batts 1-3= LRC

V/T=7/9
	Array  Off -40

Since 7/16/02

Eclipse all year

Sun Angle  55
UpTrend to 59 in mid Feb 04

Batts 1-3= LRC

V/T=4/8

Rising bus volts
	Array Off. –35
Since 7/1/02

Eclipse all year

Sun Angle at 67

Down trend to 60 early Feb 04
Batts 1-3= LRC
V/T= 4/8 

High shunt temps

	 AVHRR
	INOP
Failed Power Supply.  Powered Off since 1994
	Nominal
	DEGRADED

Scan motor erratic performance STATUS=RED
	Nominal

Rare Scan motor surges. Last 

Incident  8/9/03
	Recovering scan motor surges. Last surge 11/11/03

Chan 3B only. 
	Nominal
3A-B switch enabled

	AMSU-A1


	
	
	
	ON

Ch14 inoperative

Ch11 inoperative


	ON
TOAR 415 on primary PLLO chans 9-14  bias shift.

TOAR 417 on Backup PLLO inop
	OFF/INOP

Since 10/30/03

Inoperable Red in status. Survival heat on.  TOAR 431 

	AMSU-A2
	
	
	
	ON
	ON 
Space Position-2


	ON

	AMSU-B 
	
	
	
	ON

Bias in All Chans.  

Motor current surges, most recent 11/20/03
	ON 

Space Position-3


	ON

	HIRS
	OFF

Filter Wheel Anomaly
	INOP

Filter Wheel turned OFF 10/17/02.  Electronics On
	ON

Operational
	Recovering

Less than optimal
FW current erratic

FW Heaters off

FW mode=Hi Powr

FW Synch nominal

.Per Mon  nominal
	ON

Nominal


	ON

1 Pixel cross track  misalignment .

	MSU
	INOP

OFF, Antenna Failed
	INOP

Scan Motor OFF  since 3/12/03

Electronics ON.  
	ON

Scan motor and antenna problems
	
	
	

	SSU
	ON
	
	ON
	
	
	

	DCS
	ON
	ON
	ON
	ON
	ON

Nominal
	ON

Nominal

	SARR
	ON 

Low signal
	
	ON
	ON-A

All AGC Mode
Intermittent failures for 243MHz  A&B 
	ON-A

All AGC Mode

(B-side in FG mode)

243 MhZ INOPERATIVE.
	ON-A

Nominal 

All AGC Mode 


	SARP
	ON

Nominal
	
	OFF

Failed Power Supply
	ON

Nominal

RCVR B/W = 2
	ON 

Nominal

RCVR B/W = 2 
	ON

Nominal

	SEM
	
	ON 

Elec-CH-HVPS=4

Prot-CH-HVPS=0


	ON 

Elec-CH-HVPS=0

Prot-CH-HVPS=0

1 of 4 Telescopes inoperative
	ON 

Nominal 

E-CDEM-HVPS=2

P-CDEM-HVPS=0
	ON

Nominal 

E-CDEM-HVPS=5
As of 12/2
P-CDEM-HVPS=4
	ON

Nominal

E-CDEM-HVPS=2

P-CDEM-HVPS=3

	SBUV
	INOP

Grating motor OFF since 5/29/03 

Electronics and Heater remain ON 
	
	Recovering
Major grating drive anomaly

re-occured 11/27.  Recovery ops successful 11/28.

Flex memory 3 (giant step) ops suspended indefinitely on 12/2/03
Reduced operations  started 6/5/03
	
	ON

Backup Diffuser in use since 6/16/03.)

Primary =TOAR 426
antenna deploy anomaly,
AMSU EMI causing erratic Behavior  in PMT cathod, range 3 
	ON

Nominal

Anode Mode 


	SADPOS 


	
	
	
	N/A
	ON 

ENABLED 

Disabled 23 Nov
RE-Enabled 24 Nov 
MFactor =50%
	ON

ENABLED



	THERMAL

Heaters, louvers

TCE’s
	Nominal
	Nominal
	Nominal
	HIRS FW Heater OFF 18 Nov 03

TCE24L&25L (HIRS & AVHRR) failed 5/13/98

RCE thermostat failed 5/13/98

Cold season ended, trend reversed 
	Nominal

TCE24 turned off (AVHRR H&L) 9/23/03

AVHRR in warming trend
	TCE3H Batt 2A heater turned off 8/26/03  TOAR 428

AMSU-A1 survival heaters on 10/29/03 

	
	N11
	N12
	N14
	N15
	N16
	N17


COMMENTS/CHANGES:

NOAA-11
No changes since last week.  Now that the sun angle on the spacecraft has risen above 20 degs, the solar array should 

no longer be shading the sun sensor.  Therefore, EMOSS engineers plan to command the attitude control mode back to NOMINAL sometime during the middle of next week.  Jim Sheperd is EMOSS POC for this operation.  In addition, discussions continue on the possibility and potential plans for preparing a N11 deactivation from the constellation.  No determination regarding such an operation has yet been made nor is any date currently under discussion.  EMOSS does have on hand a tested CP to perform this activity should NOAA direct its implementation. 

NOAA-12.  
In order to arrest clock drift on N12 (as we have on all other spacecraft with an active AVHRR) the N12 command 

clock will be incorporating a daily clock ETCUP bias of +6.5 mSecs as soon as a new recursive stored command table can be generated by the Scheduling Group and uplinked to the spacecraft.  It is anticipated that this daily offset could be implemented within the next two weeks thus allowing EMOSS engineers to maintain the N12 clock offset to +/- 1 pixel width (or 75 mSecs) for the remainder of the mission.  Jim Sheperd is EMOSS POC.

The RF conflict between N12 and N15 VTX-1 (APT data) will end on or about 7 Dec.  On that date, the VTX-1 on N12 will be turned back on via ground schedule command.  Angelique Riley is EMOSS POC for this operation.

NOAA-14:
The N14 AVHRR scan motor remained anomalous and actually degraded somewhat throughout the past reporting 

Period (illustration 1).  PIDES remains inoperable for the third week in a row so imagery analysis could not be performed by EMOSS engineers.  However, it is safe to assume that there has been no improvement in image quality over the past week.

On 27 Nov (Thanksgiving Day GMT) at 01:50Z, a major SBUV anomaly re-occurred (illustration 2-4).  As with the previous N14 SBUV anomaly on 20 Nov, when N-14 SBUV was commanded by the stored command table to go from Flex Memory 0 (total ozone; “zig zag”) to Flex Memory 3 (Giant Step; grating positions 600, through -730) the grating motor drove right through the –730 “stop point” and settled at –936 where it subsequently became stuck in place.  As it had on 20 Nov, while sitting stuck in this anomalous position, the grating drive motor temperature began to rise, and, again, approximately 2 hours later (at 03:51z) the temperature reached 25.9 degs C and triggered the safety macro to power off the grating drive.  On 27 Nov at 12:50z EMOSS engineer Jim Walters arrived at SOCC to oversee an attempt to bring the SBUV back online.  Using the same command sequences of grating drive power toggling that brought the instrument back on 20 Nov, Jim directed commanding on 2 successive passes in an unsuccessful attempt to dislodge the drive whereupon the motor was powered off until the following day.  On 28 Nov, starting at 12:45z EMOSS engineer Will Kent continued the power toggling attempts to dislodge the grating drive.  After 3 unsuccessful passes, at 19:20z Will was able to dislodge the grating and command the SBUV to Flex Memory 0 where it remains as of this writing.  (Coincidentally, the 19:20z resolution time was the same time, after 3 failed attempts, that it took to bring the grating drive back on the 20 Nov anomaly.)  Unlike the 20 Nov anomaly, in this case restoring the SBUV back to operation did not clear up the imagery data.  Payload users on the tiger team noted that their products were all blank which was indicative of the type of data that is typically seen when a calibration is in progress (i.e. the cal lamp is closed over the instrument aperture).  Inconsistently, the telemetry was reading that while the lamp had been commanded open (no calibration) both the imagery data and other telemetry values were indicating the opposite to be true (illustration 3).  The reason for this disparity was determined to be that a calibration was occurring at the same time that the safety macro tripped and is thus assumed that this trip, by powering off the grating drive, also stopped the cal lamp from completing the process of returning to the open position despite being commanded to do so by the stored command table.  For this reason, on 12 Dec at 18:30z, EMOSS POC Will Kent commanded the lamp back to the open (non-calibration) position.  As a safety precaution, Will first commanded the SBUV diffuser into the stowed position (despite a general consensus that it is already in the stowed position) to prevent any possibility of the lamp crashing into the diffuser (which is only possible if the diffuser is not stowed).  The final disposition of the tiger team was that all commanding into Flex Memory 3 (giant step moves) should be suspended indefinitely.  Currently, this operation only occurs one time per week (on Thursday blind orbits).  Therefore, a request was made to the Scheduling Group (and subsequently implemented) to take out the Flex 3 operation until further notice.

The N14 SBUV tiger team plans to re-convene on 18 Nov where it will explore alternative operations concepts for this SBUV.  The primary motivation is to keep this SBUV as healthy as possible for as long as possible since it provides the only backup for the primary spacecraft (N16 &17).  One idea under consideration is to power off this SBUV completely until the N14 orbit reaches a location that is more favorable for ozone measurements (spring of 2004) and then power it back on (The “only use when needed” concept).  Additional concepts are also expected to be brought up at this meeting and no decisions have been made nor are any operations planned for the SBUV beyond that which has been specified above.

The bus voltage on N14 remained steady during the past week although the shunt continues to work a little harder as the sun angle on the spacecraft reaches its peak within the next week (Illustration 5)

NOAA-15:
The N15 HIRS filter wheel current has been operating in a more “erratic range” the past week (illustration 6).  After 

showing signs that it had settled back into a nominal range last week, the filter wheel has since experienced two of the “standard HIRS surges” that have been reported upon in this report on numerous occasions.  Mindful of the recent anomaly, EMOSS engineers are not sure if this means that the HIRS has not yet quite recovered from the anomaly 

N15 (cont) 
(aftershocks?) or is just returning to its previous “typical” surge profile.  (One point of concern regarding these recent 

smaller surges is that these they have occurred more frequently than had previously been the case.)  On the positive side, the filter wheel synch and period monitor values on this HIRS have been “solidly nominal” throughout the week and there have been no reports received by EMOSS engineers of any HIRS imagery degradation.  (Although EMOSS engineers still cannot perform imagery analysis because the PIDES system remains inoperative at the SOCC.)  No additional operations or reconfiguration are planned at this time for this instrument.

Both AMSU-B and AVHRR were nominal during the past week.

Coordination on N15 Rgyro testing continues.  EMOSS engineers are awaiting the nodal analysis that the factory has agreed to perform in preparation for this test.  This analysis is expected to be available for NOAA evaluation in late March 2004 with the actual Rgyro on-orbit test now expected to be implemented NET April 2004.  

Progress on increasing the command watchdog timer to 10.5 hours (from 9) continues.  This implementation will be conducted as a software patch with an implementation date that remains TBD.  Jon Woodward is EMOSS POC for this reconfiguration.

NOAA-16: 
The N16 AVHRR scan motor current was generally nominal although less stable than desired during the past week 

The scan motor current continues to show a tendency to trend higher although it remains within what could be considered nominal values, most of the time (illustration 7).  On the positive side, EMOSS has heard no reports of AVHRR imagery degradation, synch delta values remain very stable (illustration 8), and the AVHRR thermal trend has “topped out” and appears to be reversing itself thus negating the concern about overheating the payload.  Unfortunately, this thermal reversal may also prove problematic since keeping the AVHRR warmer has been the objective for keeping the scan motor lubricant less viscous.  Monitoring continues.  

There were no out-of-spec yaw updates experienced by N16 during the past week (illustration 9).  However, a periodic perturbation of pitch control caused by sun and moon incursions across all four ESA quadrants occurred between 28 and 30 Nov (illustration 10).  While this is a cyclical phenomenon that occurs approximately monthly EMOSS has never received any reports that this “reduced stability” has affected products in any way and, EMOSS POC Jim Sheperd, believes that there is no danger to the spacecraft.  Flight software filter patches could be implemented to alleviate some of these perturbations but as of this time there has been no request for such an upgrade.

EMOSS engineers are monitoring bus voltage on N16 closely as the daily maximum value continues to trend slowly upward, driven in large part by the analog to digital converter problem (discussed in previous reports).  However, not all the bus voltage surges are attributable to the A-D problem.  In extrapolation, the voltage reaching 29 volts (the point where SADBIAS executes) does not appear to be imminent (illustration 11).  However, the bus voltage has shown an ability to surge and as its surges get closer to safing trip points engineers need to be ready with a response.

SEM reconfiguration.  Per request of Bob Muckle (SEM user), EMOSS engineer Will Kent on 2 Dec reconfigured the N16 SEM electron channeltron up to level 5 from its previous level 4 to level 5.  The switch was made at 17:15Z and the IFC for the SEM was completed by 18:55Z

NOAA-17:
No new information on AMSU-A1 the past week.  The instrument remains powered off and inoperable.  No new testing is currently planned.  

The N17 shunt continues to run hotter than it ever has before (illustration 12) but it does appear to possibly be topping out.  Meanwhile the N17 bus voltage was generally stable last week (illustration 12) after some small surges the previous week raised concerns that perhaps too much power was being generated in lieu of the AMSU-A1 turnoff.  

EMOSS engineers continue to maintain close vigilance over these values in anticipation that further increases could necessitate a solar array offset move to reduce power generation (although no such plan currently exists).

As reported earlier last week:  In monitoring the HIRS filter wheel on N17, EMOSS engineers noticed a distinct "change in profile" for the period monitor value between 21-23 Nov that, while not necessarily bad, was very different than historical performance (illustration 14).  On those dates, the period monitor fell into a much tighter amplitude between high and low values than has normally been the case and which on other spacecraft (i.e. N15) would be considered a positive development.  On 23 Nov, the value returned to its “typical” profile and since then has actually “worsened somewhat” compared to the days leading up to the “unexplained improvement”.  Concurrently, throughout this entire period, all other HIRS filter wheel values were nominal, and typical (illustration 13) and there have been no reports of imagery degradation.  Despite the fact that this value appeared to improve on 21 Nov, it was reported because EMOSS engineers operate under the philosophy that any unexpected and unexplained changes in component performance is an anomaly and anomalies need to be investigated.  Will Kent is investigating for EMOSS.

NOAA-N
A date of 12 Feb has been selected for the NOAA-N end to end test.  Otherwise no changes since previous report.

MISC:
CWS was installed in the EMOSS analysis area and comparison testing by all EMOSS engineers has commenced.  

EMOSS engineers will provide a recommendation to NOAA management by 5 Jan on whether or not the CWS should be installed in the SOCC for parallel operations.

Carl Gliniak and Angelique Riley continue with their investigation of the data quality at low elevation Barrow supports.
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Illustration 1:  N14 Recent Scan Motor Performance Analysis
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Illustration 2: N14 SBUV Anomaly Re-occurrence on 27 & 28 Nov 03
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Illustration 3:  N14 SBUV Cal Lamp Position Discrepancy

(note that it was commanded open but actually remained closed/not open, resulting in unusable imagery until being re-commanded open on 2 Dec at 18:30 z)
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Illustration 4:  N14 SBUV thermal profiles during anomaly and recovery.
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Illustration 5:  N14 Power Analysis

NOTE:  No imagery available for inclusion in this report because of SOCC PIDES outage at the time of publication.
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Illustration 6:  N15 HIRS Filter Wheel Recovery Continues 

(note the 4 small filter motor current surges in the past 10 days.  This is a much greater frequency of such surges than has typically occurred in the past.  )
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Illustration 7:  N16 AVHRR Scan Motor Health

(a little less stable than desired)

(No imagery available because of SOCC PIDES outage)
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Illustration 8:  N16 AVHRR Synch Delta Values (Mean) and Stability (Standard Deviation) Analysis

Recent values remain encouraging
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Illustration 9:  N16 Yaw Control Analysis

Still nominal  (K.O.W)
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Illustration 10:  N16 Gyro performance relative to Pitch and Roll Error

(note perturbation on days 333-335 caused by sun moon incursions into the ESA)
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Illustration 11:  N16 Bus Voltage Analysis
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Illustration 12:  N17 Shunt Analysis
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Illustration 13:  N17 Power Analysis 
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Illustration 14:  N17 HIRS Period Monitor “Anomaly”

POLAR SPACECRAFT TIP CLOCK ERROR

WEEK ENDING November 28, 2003

	DAY/DATE


	NOAA-11
	NOAA-12
	NOAA-14
	NOAA-15
	NOAA-16
	NOAA-17

	FRI.    11/21


	-1120 msec
	+084 msec
	+027 msec
	+035 msec
	+041 msec
	+035 msec

	SAT.   11/22


	-1150 msec
	+074 msec
	+028 msec
	+034 msec
	+041 msec
	+034 msec

	SUN.   11/23


	-1180 msec
	N/A
	+029 msec
	+037 msec
	+042 msec
	+036 msec

	MON.  11/24


	-1210 msec
	N/A
	+030 msec
	+036 msec
	+042 msec
	+039 msec

	TUE.   11/25


	-1340 msec
	+058 msec
	+027 msec
	+037 msec
	+042 msec
	+040 msec

	WED.  11/26


	-1070 msec
	+051 msec
	+030 msec
	+033 msec
	+042 msec
	+039 msec

	THU.   11/27


	-1700 msec
	+043 msec
	+032 msec
	+033 msec
	+046 msec
	+040 msec


NOAA-11  
As of 09/03/02 the Control Side TIP clock is corrected daily by +70 msec to compensate for drift.



As of 11/03/03 Non control side clock is no longer supported

NOAA-12  
ADDED 1000 mSecs to spacecraft command clock on 10/17/03.  

N12

Plan daily ETCUP bias of +6.5 mSec on Date TBD
NOAA-14:  
As of 04/23/03 the TIP clock is corrected daily by –-7.3 msec to compensate for drift.



SUBTRACTED 150 msec from spacecraft command on 10 June. 

NOAA-15:  
As of 04/23/03 the TIP clock is corrected daily by –-8 msec to compensate for drift.



ADDED 100 msec to spacecraft command clock on 10 June.
NOAA-16:  
As of 04/23/03 the TIP clock is corrected daily by –5.1 msec to compensate for drift.



SUBTRACTED 100 msec from spacecraft command clock on 10 June.
NOAA-17:  
As of 10/21/03 the TIP clock is corrected daily by –1.7 msec to compensate for drift.
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                             SUBTRACTED 50 MS on 10/21

Weekly N17 CPU Error Scrubs
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NOAA-17 Scrubber Hits from 24 Nov 2003 through 30 Nov 2003:
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Red/Circle = CPU#1
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PACS DATA AVAILABILITY (%)

November 21, 2003 through November 27, 2003

JDAY 325-331

	
	
	
	NOAA15
	NOAA14
	NOAA11
	NOAA16
	NOAA17

	Friday
	11/21
	325
	       100.0
	       100.0
	   100.0
	100.0
	100.0

	
	
	
	
	
	
	
	

	Saturday
	11/22
	326
	100.0
	        100.0
	       100.0
	100.0
	100.0

	
	
	
	
	
	
	
	

	Sunday
	11/23
	327
	      100.0
	100.0
	        100.0
	100.0
	100.0

	
	
	
	
	
	
	
	

	Monday
	11/24
	328
	99.6(a)
	100.0
	     100.0
	100.0
	100.0

	
	
	
	
	
	
	
	

	Tuesday
	11/25
	329
	100.0
	      85.9(b)
	100.0       
	100.0
	100.0

	
	
	
	
	
	
	
	

	Wednesday
	11/26
	330
	      100.0
	      100.0
	100.0
	100.0
	100.0

	
	
	
	
	
	
	
	

	Thursday
	11/27
	331
	      100.0
	100.0
	      84.7(c)
	       100.0
	100.0

	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	


Comments:

(a) Rev 28757/W: G1A noisy; 93.9% recovered.

(b) Rev 045902/W: S3A noisy; 99.7% recovered 3DL 4PE.

(c) Rev 78264/F: S4A noisy; 95.6% recovered 30 DL 19PE.

DTR Inf. (*):

NOAA-11        
DTR 1B -Inoperative.

DTR 2A/B -Frequently noisy

                  
DTR 4B -Frequently noisy



DTR 5A/B -Inoperative

NOAA-12
DTR 5A -Inoperative.



DTR 2B -Occasionally noisy and short

NOAA-14
DTR 4A/B -Inoperative.



DTR 3B -Unreliable playbacks, Removed from operations.



DTR 2A -Inoperative, DOY/200

NOAA-15
DTR 5A/B - Inoperative

NOAA-16            DTR 5A/B -Inoperative

                             DTR 3A -safe state change 1B



DTR 4B –Inoperative 1/12/03

NOAA-17
DTR 5A/B-Inoperative 2/16/03 Anomaly

Acronyms:

DL – Drop lock(s)
PE - Parity Error(s)


DQR - Data Quality Report


BE - Bit Error(s)
DAR - Data Accountability Report
MFR - Multi-Function Receiver










