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ALSO SEE: http://www.oso.noaa.gov/poesstatus/                         EMOSS

For changes or comments contact Jeff Devine 301-817-4020


POLAR Spacecraft Status As of: Tues, 07 Oct 03  16:00 EST

(changes from last week in bold border)
	Subsystem/

Component
	NOAA-11H

Standby PM

STIP data only
	NOAA-12D

Standby AM

STIP data only
	NOAA-14J

Standby AM

STIP data only
	NOAA-15K

BACKUP AM

GAC data only
	NOAA-16L

PRIMARY PM

GAC&LAC data
	NOAA-17M

PRIMARY AM

GAC&LAC data

	LAUNCHED 
	09/23/88
	05/14/91
	12/30/94
	05/13/98
	09/21/00
	6/24/02  

	CNTL OBP
	OBP2
	OBP2
	OBP2

 OBP1 inoperative
	OBP2


	OBP2


	OBP2

	BUS
	A-BUS

XSU-1
	B-BUS

XSU-1
	B-BUS

XSU2 (XSU1 inop)
	B-BUS

XSU-1
	B-BUS

XSU-1
	B-BUS

XSU-1

	BUS VETO
	NO
	NO
	NO
	NO
	NO
	NO

	ADACS

 
	RGYRO Mode
(Y, Z-Gyros Failed)  Reduced Gyro S/W. 

X &S gyros only
	YGC Mode
X-gyro 10/2
Yaw updates disabled 10/1
RGmode=Monitor
	Nominal Mode

Rgmode=Disabled

Gyro chans=XYZ

SS check Disabled when mode=YGC 
	Nominal Mode

Rgmode=Monitor

Gyro-3 Off/Anom 

Gyro chans=AAB

Rgyro test delayed

Plan 3 hour switch to YGC on 10/14.  
	Nominal Mode

Rgmode=Disabled

Gyro chans=AAA

Gyro3 deselected 

Gyro TOAR 427
	Nominal Mode

Rgmode=Disabled

Gyro chans=BBB



	RXO
	PRI

BU random enables

ETCUP +70 mSecs
	PRI

BU random enables

Adding 720 MS and setting daily bias to +6.3 mSecs
	PRI

BU random enables ETCUP –7.3 Msec
	PRI
ETCUP  -8 mSec
	PRI

ETCUP –5.1 mSec 
	PRI

-1 MS ETCUP will

change to –1.7 and 50 MS will be subtracted on 10/21

	CLOCK DIV
	2
	2
	2
	2
	2
	2

	MIRP
	ON
	ON
	External Synch

Rephase Daily
	External Synch Rephase Daily. 
	External Sync

Rephase Daily
	Internal Synch

Rephase Enabled

Considering disabling rephase permanently and enable once daily 

	TIP SIDE
	1
	1
	1
	2

Since 4/24/03
	1 

Analog telem drifting
	1

	DTRs
	1A, 2B, 3, 4A Safestate - 2B,
	1, 3, 4, 5B 

Safestate- 1B


	1, 2B, 3A, 5 Safestate- 1B
	1, 2, 3, 4 Safestate 1B EOT

	1,2,3,4A

Safestate 3A

4B TOAR 418 

(STIP only)
	1,2,3,4

Safestate=1B

DTR2-SSR

DTR5  TOAR 420

	VTX

(APT data)
	OFF
	#1

137.50 MHZ
	OFF      

Since 8/14/02 
	#1
137.50 MHZ
	INOP

OFF since 11/15/00
	#2

137.62 MHZ

	BTX
	#2

137.77 MHZ
	#1

136.77 MHZ
	#2

137.77 MHZ
	#1

137.35 MHZ
	#1

137.35 MHZ
	#2

137.77 MHZ

	STX

#1=1698.0 mhz

#2=1702.5 mhz

#3=1707.0 mhz

#4=2247.5 mhz
	 3 – TIP 

 1,2 - Playback
	1 – HRPT;

2,3 - Playback
	3 – HRPT

2, 1 – Playback
	1, 2, 3 - degraded; 

2 Omni–HRPT; 

4- Playback 
	1 – HRPT;

2– Playback; 

4 – Playback

3 low power unused
	3 – HRPT    

TOAR424 low power
1&2 Playback
4 – TIP

STX4 tests at Sval

	POWER

(Array offset, charge and eclipse states, sun angle)


	Array Off  -30

Since 6/19/02

Eclipse all year

Sun angle 78

Steady Trend

Batts 1-3= LRC
VT1,2=6/8

VT3 = 8/11

Charge state safe

trip disabled
	ArrayOff -60
since 7/30/03
FULL SUN

Sun Angle at 17 trend down to 16 mid-Oct.  Sun sensor shading

9/12/03  to12/5/03

Batts 1&2=LRC

         V/T=4
	Array Off -55

Since 8/21/03
FULL SUN

Sun Angle at 22 bottomed out steady trend

Batts 1-3= LRC

Batt 1&3V/T=8/11

Batt2 VT=9/11 )

Shunt Degradation 
	Array Off  -45

Since 1/25/01

FULL SUN 

Sun Angle at 14 Bottomed Out steady trend
Batts 1-3= LRC

V/T=7/9
	Array  Off -40

Since 7/16/02

Eclipse all year

Sun Angle  56
Downtrend to 54 

At end of Oct

Batts 1-3= LRC
V/T=4/8

Batt2A runs warm
	Array Off. –35
Since 7/1/02

Eclipse all year

Sun Angle at 68

 Steady Trend

Batts 1-3= LRC
V/T= 4/8 

Batt2A runs warm

	 AVHRR
	INOP
Failed Power Supply.  Powered Off since 1994
	Nominal
	DEGRADED

Scan motor erratic performance STATUS=RED
	Nominal

Rare Scan motor surges. Last 

Incident  8/9/03
	NOMINAL since 9/29

Chan 3B in use
Scan Motor TOAR 430 high currents

CLOSED 7 Oct.  Degraded lubricant, no resolution
	Nominal
3A-B switch enabled

	AMSU-A1


	
	
	
	ON

Ch14 inoperative

Ch11 inoperative

Cold Temps stabilizing 
	ON
TOAR 415 on primary PLLO chans 9-14  bias shift.

TOAR 417 on Backup PLLO inop
	ON
Chan-3  noise 

TOAR 414 on PLLO chans 9-14 bias shift.

INACTIVE 10/6 not believed to be spacecraft problem

Inactive TOAR 421 on Channel-7 RFI 

	AMSU-A2
	
	
	
	ON

Cold Temps stabilizing
	ON 
Space Position-2
	ON

	AMSU-B 
	
	
	
	ON

Bias in All Chans.  

Motor current surges, most recent 8/31/03
	ON 

Space Position-3


	ON

	HIRS
	OFF

Filter Wheel Anomaly
	INOP

Filter Wheel turned OFF 10/17/02.  Electronics On
	ON

Operational
	ON

Operational

  FW in Hi  power,

FW Heaters OFF

Filter Motor current surges. Last incident  10/04/03

	ON

Nominal


	ON

1 Pixel cross track  misalignment .

	MSU
	INOP

OFF, Antenna Failed
	INOP

Scan Motor OFF  since 3/12/03

Electronics ON.  
	ON

Scan motor and antenna problems
	
	
	

	SSU
	ON
	
	ON
	
	
	

	DCS
	ON
	ON
	ON
	ON
	ON

Nominal
	ON

Nominal

	SARR
	ON 

Low signal
	
	ON
	ON-A

All AGC Mode
Intermittent failures for 243MHz  A&B 
	ON-A

All AGC Mode

(B-side in FG mode)

243 MhZ INOPERATIVE.
	ON-A

Nominal 

All AGC Mode 


	SARP
	ON

Nominal
	
	OFF

Failed Power Supply
	ON

Nominal

RCVR B/W = 2
	ON 

Nominal

RCVR B/W = 2 
	ON

Nominal

	SEM
	
	ON 

Elec-CH-HVPS=4

Prot-CH-HVPS=0


	ON 

Elec-CH-HVPS=0

Prot-CH-HVPS=0

1 of 4 Telescopes inoperative
	ON 

Nominal 

E-CDEM-HVPS=2

P-CDEM-HVPS=0
	ON

Nominal 

E-CDEM-HVPS=4

P-CDEM-HVPS=4
	ON

Nominal

E-CDEM-HVPS=2

P-CDEM-HVPS=3

	SBUV
	INOP

Grating motor OFF since 5/29/03 

Electronics and Heater remain ON 
	
	ON

Occasional

Reduced Grating Drive Motion

Reduced operations  started 6/5/03
	
	ON

Backup Diffuser in use since 6/16/03.)

Primary =TOAR 426
antenna deploy anomaly,
AMSU EMI causing erratic Behavior  in PMT cathod, range 3 
	ON

Nominal

Anode Mode 


	SADPOS 


	
	
	
	N/A
	ON 

ENABLED 

MFactor =50%


	ON

ENABLED



	THERMAL

Heaters, louvers

TCE’s
	Nominal
	Nominal
	Nominal
	HIRS FWheel heater OFF 2/13/02

TCE24L&25L (HIRS & AVHRR) failed 5/13/98

RCE thermostat failed 5/13/98

Cold season 
	Nominal

TCE24 turned off (AVHRR H&L) 9/23/03
	TCE3H Batt 2A heater turned off 8/26/03  TOAR 428 

	
	N11
	N12
	N14
	N15
	N16
	N17


COMMENTS/CHANGES:

NOAA-11
No changes since previous report.

NOAA-12.  
The spacecraft remains in YGC attitude control mode and will remain that way at least until early December.  

However, on 2 Oct at 17:00Z the spacecraft was placed back into the nominal gyro configuration when the spacecraft was commanded to select the X-gyro and deselect the Skew gyro.  This is the first time that the nominal gyro configuration has been in effect on N12 since an autonomous swap occurred on 12 Sept because of a bad yaw update.  Also on this same support and in the same CP (RESXGYR) the spacecraft yaw bias was restored to a previously known good value.  Preparations for this reconfiguration were completed on 1 Oct at 17:30Z when a software patch was uploaded to the spacecraft that disabled Yaw updates.  Yaw updates were disabled because during the next 6-8 weeks, there is a good possibility that a yaw update would occur while the spacecraft sun sensor was shaded which would consequently result in a gyro swap exactly like that which occurred on 12 Sept.  With this new patch, sun sensor readings are still taken, (and available in telemetry) but the yaw update available flag is never set.  Therefore the yaw update processing will not occur.  Analysis conducted since this patch was upload was demonstrated its effectiveness. These Yaw updates will continue to be ignored until a “reverse patch” switches the software back to the original condition that existed on 30 Sept.  This reversal will occur concurrently with a planned switch back to nominal attitude control mode in early December when the spacecraft sun angle rises above 22 degrees.  Jon Woodward and Jim Sheperd are EMOSS POC’s for this situation.

Also on 1 Oct, EMOSS engineers incorporated the N12 Time Stamp Files into the process that analyzes spacecraft clock drift.  This process has determined that the N12 clock is currently offset by –621 mSecs and drifting at a rate of approximately -6.4 mSecs per day.  Therefore, on 21 Oct, the clock will be adjusted by adding 720 mSecs (current offset + calculated drift between now and 21 Oct) to bring it as close to zero as possible.  On that same date, a daily bias will be incorporated into the N12 recursive table which will add 6.3 mSecs each day to the clock in order to keep the offset as close to zero as possible (and within the 1 pixel/75 mSec window that all the other spacecraft currently maintain).  Jim Sheperd and Jeff Devine are EMOS POC’s for this operation.

In order to increase our ability to maintain the health of N12 (because of its highly reliable AVHRR), EMOSS had requested additional supports be added for this spacecraft (from its average of 1 or less pass per day).  As of this writing, the number of passes for N12 has risen to an average of almost 4 per day which provides significantly more data with which EMOSS engineers can analyze and enhance our ability to detect potential anomalies before they impact the mission.

NOAA-14:
The N14 AVHRR scan motor current was steady to slightly improved during the previous week (illustration 1) 

with very improved imagery (illustration 1a).  In addition, the N14 power subsystem was nominal during the past week with a steady bus voltage and a shunt which is not operating at peak capacity.  

NOAA-15:
AVHRR, and AMSU-B motor currents were nominal during the past week with no “out of family” motor current 

surges.  A HIRS filter motor surge, which began at the time last weeks report was distributed, resolved itself after 

approximately 48 hours (illustration 2).  Another, smaller surge then occurred on 4 Oct which resolved itself 48 hours later.  Imagery appears to have been affected in this case (illustration 2a) although EMOSS has received no notification that there was any degradation.

AMSU temperatures appear to have stabilized at “record low levels” (illustration 3).  The downward trend should begin to reverse itself as the sun angle on the spacecraft begins to increase within the next week.  No affects on imagery have been reported to EMOSS regarding these temperatures.

The Rgyro test remains postponed with no date yet planned.  However, in preparation for the Rgyro test, some data with the spacecraft is in YGC mode is desired by engineers in order to provide a baseline for the Rgyro test.  Therefore, NOAA has directed EMOSS engineers to command the spacecraft to YGC mode for 2 orbits on or about 14 October (time TBD).  Jim Sheperd is the POC for planning and executing this operation.

NOAA-16: 
The AVHRR remained completely nominal during the past week (illustration 4).  Imagery has been nominal since the 

abrupt improvement of the scan motor on 29 Sept (illustration 4a).  TCE24 remains off and is expected to remain off indefinitely; rephase remains disabled and is expected to remain so permanently.  Since the mechanics of the scan motor problem are well understood from similar anomalies with other AVHRR scan motors, the TOAR Board closed TOAR 430 (AVHRR Scan Motor current anomaly) on 7 Oct and attributed it to a degradation of lubricant with no resolution possible.

During the past week (illustration 5) there were no additional “out of family” yaw updates and the current XA, YA, ZA gyro channel assignments (reconfigured on 29 July) continue to maintain a stable profile since being selected on 29 Jul.

NOAA-17:
STX-4 testing continues over Svaalbard with 2 GAC dumps per day.  STX-4 is performing nominally (illustration 6).

EMOSS engineer Jim Shepard completed his investigation into the occasional “out of family” change in operating profile on N17’s Gyro 1 and 3 motor current which have been discussed and highlighted the past two reports.  He has 

NOAA-17: (cont)
determined that the random changes observed in gyro 3 motor current have also shown up on the TCA voltage, but that as yet there have been no corresponding discernable effects on the output of the gyro or the operation of the IMU as a unit.  His conclusion is that the rate outputs of all gyro channels remains stable, and all yaw updates are nominal.  At the present time no changes in operational configuration are necessary and all gyro channels are fully able to support the mission.  EMOSS engineers will continue to closely monitor these values for future changes in IMU performance but no other actions are currently required.

To maintain the command clock offset to within +/-75 mSecs (1 AVHRR Pixel) N17 will have a spacecraft clock adjustment of –50 on 21 Oct.  In addition, to further reduce clock drift, the daily ETCUP on N17 will be changed from its current –1 mSec daily to –1.7 mSecs on this same day.  Jim Sheperd is POC for the clock adjustments.

EMOSS engineers Jim Walters and Tina Baucom generated a recommendation that all spacecraft flying an operational AVHRR (including those not yet launched) be configured with rephase disabled and have an enable command executed out of stored commands once per day for a minute or two.  (See following page for analysis on this recommendation.) AT the TOAR Board of 6 Oct, the consensus was unanimous that this was a good idea.  Currently, only N17 is flying with rephase always enabled.  EMOSS engineers will begin planning to change this configuration in the coming weeks.

NOAA-N
NOAA-N data base has not yet been delivered and is required to support the end to end test currently scheduled for late 

October. 

EMOSS engineer Kim Kolb wrote a procedure document to support an upcoming TDFS data flow test scheduled for 8 

Oct between SOCC and Sunnyvale.  This test is a prerequisite for the actual end to end test currently planned for 30 Oct.

MISC:
EMOSS engineers supported the TOARB on 7 Oct.

EMOSS engineers continue generating the engineering operations document with pre-defined operations procedures 

for the AET to follow during contingency operations.  Once these procedures are completed they will be incorporated into a spacecraft specific CROH.  This week, N12 and 14 spacecraft SEM reboot contingencies were reviewed.

Analysis of Rephase Enable Operations Concept.  Written by  Jim Walters (EMOSS / ASRC)

We currently fly NOAA-14, 15, and 16 with the MIRP in the mode external synch enabled with rephasing disable.  Once a day we use the Stored Command Table to enable rephasing for a few seconds and then disable it.  Tina Baucom has recommended that we adopt it as our normal mode of operations for NOAA-17 and later spacecraft.  Here is the history of the problems we have seen on earlier AVHRRs, and some of the advantages and disadvantages of this new configuration.

The MIRP and AVHRR

The MIRP is the unit on the spacecraft which processes raw AVHRR data into the HRPT, APT, GAC and LAC formats, and which integrates data from the other instruments into those formats.  The nominal mode for the MIRP is external synch with rephasing enabled.  In this mode the MIRP tries to synchronize its output with the AVHRR, so that AVHRR data falls in the expected places in the frame.  The Synch Delta  is the difference between the time of the synch pulse from the AVHRR and the time of the MIRP's own synch pulse, as measured in multiples of 1.016 microseconds.  Sync Delta has a range of –512 to 512, but PAC's handling of the sign bit is a little awkward, so it displays values between 0 and 1023.  Synch Delta is an important measure of the scan motor's health.  

When the AVHRR scanner is rotating too slowly, the MIRP will try to resynchronize (rephase) itself to keep the AVHRR data in the correct places.  When the MIRP rephases it discards the partial frame that it was working on, and starts over.  All the data in that frame is lost, regardless of whether it is from the AVHRR, the spacecraft bus, or another instrument.  

There are three other modes available.  The first is external synch with rephasing disabled.  In this mode the MIRP calculates Synch Delta, but does not attempt to resynchronize the MIRP to match the AVHRR.  The other modes are when the MIRP is using internal synch.  In this mode the MIRP completely ignores the AVHRR's synch pulse and produces frames purely off of its own internal clock.  Synch Delta is not calculated in these modes and no rephases occur.  When the MIRP is in internal synch there is no practical difference between the modes when rephasing is enabled or disabled.  It should be noted that enabling rephasing does not cause a resynch to occur.  A resynch will only happen if the Synch Delta exceeds a predefined value.

Previous AVHRR Scan Motor Anomalies

We have seen on-orbit AVHRR scan motor anomalies for NOAA-14, 15, and 16 that share common characteristics.  After 2 or more years of good performance, the instruments begin toggling between periods of good and bad performance.  During periods of good performance the scan motor current is quiet and relatively low.  Synch Delta tends to hover near 0 (512 on PACS plots).  Over time Synch Delta may slowly creep up to the point where the MIRP decides that a rephase is needed.  A well behaved AVHRR may go months or even years between rephases.  In periods of bad performance the scan motor current increases and becomes very noisy.  The synch delta also starts showing larger values.  If rephasing is enabled, the time between rephases is typically measured in seconds or minutes.  During bad performance periods the image data is also often corrupted.

NOAA-15's AVHRR began to act anomalously in the summer of 2000, shortly after the EMOSS contract was awarded.  There was an extended period of analysis and testing, after which it was decided to fly in the mode external synch with rephasing disabled.  Once per day  rephasing would be enabled for a few seconds and then disabled again.  There were several reasons for taking this approach.

If the MIRP were left in the mode of external synch with rephasing enabled, the frequent rephasing during periods of bad performance would translate into frequent data dropouts.  These dropouts would affect the bus and all instruments, not just the AVHRR.  The disruptions to the data stream while in this mode were determined to be unacceptable.

For these reasons we decided to keep the AVHRR in a mode where rephases are not possible.  External synch with rephase disabled is considered superior to the internal synch modes because Synch Delta is only  calculated in external synch.  

During periods of bad scan motor performance we always want rephasing disabled, because each rephase causes a data drop out.  Apart from the rare rephases needed during extended periods of good performance, we only really want rephasing when the AVHRR transitions from a period of bad performance to a period of good performance.  When the scan motor exits a period of bad performance, the scanner may end up out of phase with the MIRP by some random amount.  They will remain out of phase with each other for as long as rephasing remains disabled.  The decision to enable rephasing for a few seconds every day was a compromise between reducing the number of dropouts in times of bad AVHRR performance and reducing the period when the scanner and the MIRP are out of phase during times of good AVHRR performance.  

We also discovered another factor for spacecraft where APT channels are switched.  The MRPMC command which performs the APT channel switches is the same command that selects whether MIRP rephasing is enabled or disabled.  When the APT channel is switched twice per orbit from the Stored Command Table, the MIRP must be explicitly commanded to rephase enabled or disabled.  This is important because it hampers our ability to respond quickly during an anomaly.  When an AVHRR first begins to misbehave, we might decide to manually disable the rephasing.  The problem is that the Stored Command Table will then re-enable rephasing less than an hour later when it performs an APT channel switch.  The Stored Command Table will continue to undo our efforts to disable  rephasing until scheduling has a chance to re-generate a Stored Command Table with modified MRPMC commands, and the operations crew has a chance to upload the new table.  This will take a  day or more, unless we are very lucky with the timing of the anomaly.  Meanwhile we are losing data.

This wasn't an issue for NOAA-16 because we do not switch APT channels on that spacecraft.  It will be an issue if the AVHRR fails on NOAA-17.

Options for Operating NOAA-17  and Later Spacecraft

We have two major options for our remaining spacecraft.

1) External Synch With Rephasing Enabled

Advantages:  A rephase always occurs as soon as it is needed.  No need for daily rephase enable and disable commands in the Stored Command Table.  This is the "default" mode for operations.

Disadvantages:  Excessive rephasing (and attendant data dropouts) during periods of extended poor motor performance.  This is not an issue so long as the instrument remains healthy, but it means data disruptions should the instrument begin to misbehave.  If it becomes necessary to switch to external synch with rephasing disabled, the Stored Command Table can interfere with this effort for one or more days on a satellite where APT channels are switched.

2) External Synch With Rephasing Disabled

Advantages:  All rephasings occur at a predetermined time.  No data disruptions should the instrument begin to misbehave.  No need to modify the Stored Command Table for spacecraft with APT channel switching should the instrument begin to misbehave.

Disadvantages:  Requires rephase enable and disable commands in the Stored Command Table.  When an otherwise healthy instrument requires a rephasing, there can be as much as a 24 hour delay before the rephasing is executed.

Recommendations

I agree with Tina's recommendation for option 2.  

Option 1 does have minor advantages while the AVHRR is functioning normally, but will inevitably result in data disruptions lasting for hours or days should the AVHRR begin to misbehave.  Option 2 has minor disadvantages for a healthy AVHRR, but I think they are outweighed by the continuity of data when an AVHRR first begins to misbehave.

Based on our experience with NOAA-15 and 16, I personally expect that NOAA-17's AVHRR to misbehave sometime in the next two years.  For NOAA-N (and N', if it can be salvaged)  there have been design changes to the AVHRR scan motor that it is hoped will prevent these types of failures in the future.  Even in this case, I think the disadvantages of option 2 are small enough to implement it on NOAA-N as insurance.

I am not aware of any reasons for health-and-safety or lifetime concerns if we implement option 2.  If we wish, we can consult with Yogesh Tiwary and Cathy Richardson to see if they might have any concerns for the MIRP or AVHRR.
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Illustration 1:   N14 AVHRR Scan Motor Health

(no images available this week)
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Illustration 1a:  Recent N14 AVHRR Image  5 Oct 23:45Z
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Illustration 2:   N15 HIRS Surges

(no imagery available this week)
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Illustration 2a   N15 HIRS image during peak “mini” surge on 4 Oct 03

(note significant number of drop outs)
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Illustration 3:  N15 AMSU Thermal Trend Stabilizing 

(selected component temps)
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Illustration 4:  N16 AVHRR Scan Motor Current Performance and thermal analysis (Before, during and after the anomaly)

(no imagery available this week)
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Illustration 4a:  Recent N16 AVHRR Image  5 Oct  18:10Z
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Illustration 5:  N16 Yaw Analysis
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Illustration 6:  N17 STX-4 Performance
POLAR SPACECRAFT TIP CLOCK ERROR

WEEK ENDING October 3, 2003

	DAY/DATE


	NOAA-11
	NOAA-12
	NOAA-14
	NOAA-15
	NOAA-16
	NOAA-17

	FRI.    09/26


	-1044 msec
	-554 msec
	+005 msec
	+037 msec
	+011 msec
	 +039 msec

	SAT.   09/27


	-1174 msec
	-561 msec
	+007 msec
	+042 msec
	+011 msec
	 +042 msec

	SUN.   09/28


	-1304 msec
	-567 msec
	+006 msec
	+042 msec
	+011 msec
	 +042 msec

	MON.  09/29


	-1334 msec
	-573 msec
	+008 msec
	+041 msec
	+014 msec
	 +045 msec

	TUE.   09/30


	-1164 msec
	-582 msec
	+008 msec
	+040 msec
	+015 msec
	 +046 msec

	WED.  10/01


	-1794 msec
	-587 msec
	+009 msec
	+039 msec
	+015 msec
	 +046 msec

	THU.   10/02


	-1523 msec
	-592 msec
	+010 msec
	+038 msec
	+015 msec
	 +048 msec


EMOSS POC for this chart is JIM SHEPHERD

NOAA-11  
As of 09/03/02 the TIP clock is corrected daily by +70 msec to compensate for drift.

NOAA-12  
ADDED 1250 mSecs to spacecraft command clock on 6 June
NOAA-14:  
As of 04/23/03 the TIP clock is corrected daily by –-7.3 msec to compensate for drift.



SUBTRACTED 150 msec from spacecraft command on 10 June. 

NOAA-15:  
As of 04/23/03 the TIP clock is corrected daily by –-8 msec to compensate for drift.



ADDED 100 msec to spacecraft command clock on 10 June.
NOAA-16:  
As of 04/23/03 the TIP clock is corrected daily by –5.1 msec to compensate for drift.



SUBTRACTED 100 msec from spacecraft command clock on 10 June.
NOAA-17:  
As of 04/23/03 the TIP clock is corrected daily by -1 msec to compensate for drift.

SUBTRACTED 100 msec from spacecraft command clock on 10 June.
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Weekly N17 CPU Error Scrubs
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NOAA-17 Scrubber Hits from 29 Sep 2003 through 5 Oct 2003:

[image: image16.png]



Red Circle = CPU-1   Black X = CPU-2 


PACS DATA AVAILABILITY (%)

September 26, 2003 through October 02, 2003

JDAY 269-275

	
	
	
	NOAA15
	NOAA14
	NOAA11
	NOAA16
	NOAA17

	Friday
	09/26
	269
	     100.0
	       100.0
	100.0
	100.0
	100.0

	
	
	
	
	
	
	
	

	Saturday
	09/27
	270
	100.0
	        100.0
	       100.0
	99.9(a)
	99.9(b)

	
	
	
	
	
	
	
	

	Sunday
	09/28
	271
	     99.9(c)
	100.0
	      100.0
	100.0
	99.9(d)

	
	
	
	
	
	
	
	

	Monday
	09/29
	272
	100.0
	100.0
	100.0
	100.0
	99.9(e)

	
	
	
	
	
	
	
	

	Tuesday
	09/30
	273
	100.0
	      100.0
	54.4(f)
	100.0
	99.9(g)

	
	
	
	
	
	
	
	

	Wednesday
	10/01
	274
	99.9(h)
	      85.7(i)
	84.8(j)
	100.0
	100.0

	
	
	
	
	
	
	
	

	Thursday
	10/02
	275
	      99.9(k)
	100.0
	     85.9(l)
	100.0
	100.0

	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	


POC for this chart Angelique Riley

Comments:

(a) Rev 15538/W: G2A noisy; 99.4% recovered.

(b) Rev 06545/F: G3B noisy; 99.9% recovered.

(c) Rev 27935/F: G4A noisy; 98.7% recovered 3DL 2PE.

(d) Rev 06559/F: G1A noisy; 98.6% recovered.

(e) Rev 06574/F: G3B noisy; 99.6% recovered.

(f) Rev 77441/W: S4A noisy; 99.5% recovered 34DL 271PE.

(g) Rev 06580/F: G3B noisy; 99.1% recovered.

(h) Rev 27978/F: G1A noisy; 99.1% recovered.

(i) Rev 45120/F: S1B noisy; 99.2% recovered.

(j) Rev 77455/F: S4A noisy; 94.9% recovered 6DL 78PE.

(k) Rev 27999/F: G1A noisy; 99.6% recovered 2DL 1PE.

(l) Rev 77470/F: S3B noisy; 97.3% recovered 2DL 5PE.


DTR Inf. (*):

NOAA-11        
DTR 1B -Inoperative.

DTR 2A/B -Frequently noisy

                  
DTR 4B -Frequently noisy



DTR 5A/B -Inoperative

NOAA-12
DTR 5A -Inoperative.



DTR 2B -Occasionally noisy and short

NOAA-14
DTR 4A/B -Inoperative.



DTR 3B -Unreliable playbacks, Removed from operations.



DTR 2A -Inoperative, DOY/200

NOAA-15
DTR 5A/B - Inoperative

NOAA-16            DTR 5A/B -Inoperative

                             DTR 3A -safe state change 1B



DTR 4B –Inoperative 1/12/03

NOAA-17
DTR 5A/B-Inoperative 2/16/03 Anomaly

Acronyms:

DL – Drop lock(s)
PE - Parity Error(s)


DQR - Data Quality Report


BE - Bit Error(s)
DAR - Data Accountability Report
MFR - Multi-Function Receiver









