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ALSO SEE: http://www.oso.noaa.gov/poesstatus/                         EMOSS

For changes or comments contact Jeff Devine 301-817-4020


POLAR Spacecraft Status As of: Tues, 16 Sept 03  17:00 EST

(changes from last week in bold border)
	Subsystem/

Component
	NOAA-11H

Standby PM

STIP data only
	NOAA-12D

Standby AM

STIP data only
	NOAA-14J

Standby AM

STIP data only
	NOAA-15K

BACKUP AM

GAC data only
	NOAA-16L

PRIMARY PM

GAC&LAC data
	NOAA-17M

PRIMARY AM

GAC&LAC data

	LAUNCHED 
	09/23/88
	05/14/91
	12/30/94
	05/13/98
	09/21/00
	6/24/02  

	CNTL OBP
	OBP2
	OBP2
	OBP2

 OBP1 inoperative
	OBP2


	OBP2


	OBP2

	BUS
	A-BUS

XSU-1
	B-BUS

XSU-1
	B-BUS

XSU2 (XSU1 inop)
	B-BUS

XSU-1
	B-BUS

XSU-1
	B-BUS

XSU-1

	BUS VETO
	NO
	NO
	NO
	NO
	NO
	NO

	ADACS

 
	DEGRADED
(Y, Z-Gyros Failed)  Reduced Gyro S/W. 

X &S gyros only
	YGC Mode

 & Skew gyro

from autonomous swap on 9/12.

Disable yaw updates and switch back to X gyro planned for 9/17 
RGmode=Monitor
	NOMINAL

Rgmode=Disabled

Gyro chans=

SS check Disabled when mode=YGC 
	OK

Rgmode=Monitor

Gyro-3 Off/Anom 

Gyro chans=AAB

YGC mode test delayed.  Rgyro test planned for late Oct on hold  
	OK

Rgmode=Disabled

Gyro chans=AAA

Gyro3 deselected 

Gyro TOAR 427
	NOMINAL

Rgmode=Disabled

Gyro chans=BBB



	RXO
	PRI

BU random enables

ETCUP +70 mSecs
	PRI

BU random enables
	PRI

BU random enables ETCUP –7.3 Msec
	PRI
ETCUP  -8 mSec
	PRI

ETCUP –5.1 mSec 
	PRI

ETCUP  -1 msec    

	CLOCK DIV
	2
	2
	2
	2
	2
	2

	MIRP
	ON
	ON
	ON

External  Sync. 

Rephase Daily
	ON

External  Sync, Rephase Daily. 
	ON

External  Sync,

Rephase Enabled
	ON

Internal Synch

Rephase Enabled

	TIP SIDE
	1
	1
	1
	2

Since 4/24/03
	1 

Analog telem drifting
	1

	DTRs
	1A, 2B, 3, 4A Safestate - 2B,
	1, 3, 4, 5B 

Safestate- 1B


	1, 2B, 3A, 5 Safestate- 1B
	1, 2, 3, 4 Safestate 1B EOT

	1,2,3,4A

Safestate 3A

4B TOAR 418 

(STIP only)
	1,2,3,4

Safestate=1B

DTR2-SSR

DTR5  TOAR 420

	VTX

(APT data)
	OFF
	#1

137.50 MHZ
	OFF      

Since 8/14/02 
	#1
137.50 MHZ
	INOP

OFF since 11/15/00
	#2

137.62 MHZ

	BTX
	#2

137.77 MHZ
	#1

136.77 MHZ

correct from last 
	#2

137.77 MHZ
	#1

137.35 MHZ
	#1

137.35 MHZ
	#2

137.77 MHZ

	STX

#1=1698.0 mhz

#2=1702.5 mhz

#3=1707.0 mhz

#4=2247.5 mhz
	 3 – TIP 

 1,2 - Playback
	1 – HRPT;

2,3 - Playback
	3 – HRPT

2, 1 – Playback


	1, 2, 3 - degraded; 

2 Omni–HRPT; 4- Playback 
	1 – HRPT;

2– Playback; 

4 – Playback

3 low power unused
	3 – HRPT    

TOAR424 low power
1&2 Playback 
4 – TIP

	POWER

(Array offset, charge and eclipse states, sun angle)


	Array Off  -30

Since 6/19/02

Eclipse all year

Sun angle 78

Steady Trend

Batts 1-3= LRC
VT1,2=6/8

VT3 = 8/11

Charge state safe

trip disabled
	ArrayOff -60
since 7/30/03
FULL SUN

Sun Angle at 22 trend down to 16 

mid-Oct

Sun sensor shading began 9/12

Batts 1&2=LRC

         V/T=4
	Array Off -55

Since 8/21/03

FULL SUN

Sun Angle at 24 trend down to 22

1 Oct 03

Batts 1-3= LRC

Batt 1&3V/T=8/11

Batt2 VT=9/11 )

Shunt Degradation 
	Array Off  -45

Since 1/25/01

FULL SUN 

Sun Angle at 18 trend down to 14

mid-Oct 03 

Batts 1-3= LRC

V/T=7/9
	Array  Off -40

Since 7/16/02

Eclipse all year

Sun Angle  59
Downtrend to 54 

At end of Oct

Batts 1-3= LRC
V/T=4/8

Batt2A runs warm
	Array Off. –35
Since 7/1/02

Eclipse all year

Sun Angle at 68

 Steady Trend

Batts 1-3= LRC
V/T= 4/8 

SADPOS Eclipse timer  now 36 min 

Batt2A runs warm

	 AVHRR
	OFF
Failed Power Supply
	ON

Nominal
	      ON

Scan motor erratic performance STATUS=RED
	ON

Rare Scan motor surges. Last 

Incident  8/9/03
	ON

Nominal (3B only)


	ON
Nominal (3A&B)

3A-B switch enabled

	AMSU-A1


	
	
	
	ON

Ch14 inoperative

Ch11 inoperative

Temps running cold 
	ON
TOAR 415 on primary PLLO chans 9-14  bias shift.

TOAR 417 on Backup PLLO inop
	ON
Chan-3  noise 

TOAR 414 on PLLO chans 9-14 bias shift.

Inactive TOAR 421 on Channel-7 RFI 

	AMSU-A2
	
	
	
	ON

Temps running cold
	ON

   Space Position-2
	ON


	AMSU-B 
	
	
	
	ON

Bias in All Chans.  

Motor current surges, most recent 8/31/03
	ON 

Space Position-3


	ON

	HIRS
	OFF

Filter Wheel Anomaly
	INOP

Filter Wheel turned OFF 10/17/02.  Electronics On
	ON

Operational
	ON

Operational

  FW in Hi  power,

FW Heaters OFF

Filter Motor current surges. Last incident  9/12/03

	ON

Nominal


	ON

1 Pixel cross track  misalignment .

	MSU
	INOP

OFF, Antenna Failed
	INOP

Scan Motor OFF  since 3/12/03

Electronics ON.  
	ON

Scan motor and antenna problems
	
	
	

	SSU
	ON
	
	ON
	
	
	

	DCS
	ON
	ON
	ON
	ON
	ON

Nominal
	ON

Nominal

	SARR
	ON 

Low signal
	
	ON
	ON-A

All AGC Mode
Intermittent failures for 243MHz  A&B 
	ON-A

All AGC Mode

(B-side in FG mode)

243 MhZ INOPERATIVE.
	ON-A

Nominal 

All AGC Mode 


	SARP
	ON

Nominal
	
	OFF

Failed Power Supply
	ON

Nominal

RCVR B/W = 2
	ON 

Nominal

RCVR B/W = 2 
	ON

Nominal

	SEM
	
	ON 

Elec-CH-HVPS=4

Prot-CH-HVPS=0


	ON 

Elec-CH-HVPS=0

Prot-CH-HVPS=0

1 of 4 Telescopes inoperative
	ON 

Nominal 

E-CDEM-HVPS=2

P-CDEM-HVPS=0
	ON

Nominal 

E-CDEM-HVPS=4

P-CDEM-HVPS=4
	ON

Nominal

E-CDEM-HVPS=2

P-CDEM-HVPS=3

	SBUV
	INOP

Grating motor OFF since 5/29/03 

Electronics and Heater remain ON 
	
	ON

Occasional

Reduced Grating Drive Motion

Reduced operations profile started 6/5/03
	
	ON

Backup Diffuser in use since 6/16/03.)

Primary =TOAR 426
antenna deploy anomaly,
AMSU EMI causing erratic Behavior  in PMT cathod, range 3 
	ON

Nominal

Anode Mode 


	SADPOS 


	
	
	
	N/A
	ON 

ENABLED 

MFactor =50%


	ON

ENABLED



	THERMAL

Heaters, louvers

TCE’s
	Nominal
	Nominal
	Nominal
	HIRS FWheel heater OFF since 2/13/02

TCE24L&25L (HIRS & AVHRR) failed 5/13/98

RCE thermostat failed 5/13/98

Cold season numerous new low temps
	Nominal
	TCE3H Batt 2A heater turned off 8/26/03  TOAR 428 

	
	N11
	N12
	N14
	N15
	N16
	N17


COMMENTS/CHANGES:

NOAA-11
No changes since previous report.

NOAA-12.  
 On 12 Sept at 08:35Z the N12 spacecraft autonomously switched to YGC attitude control mode (from nominal) and to 

the (S)kew gyro from the X (yaw) gyro.  This switch went undetected for 11 hours because N12 only receives one pass per day and on this day that pass was at 19:00Z.  On 13 Sept, EMOSS engineers isolated the cause of the switch to a yaw update that occurred in the middle of a 2 minute period that the sun sensor was unexpectedly shaded.  This coincidence resulted in a yaw error of 21 degrees, well above the 10 degree threshold required for flight software to initiate the switch.  (The fact that this could be confirmed was much a matter of luck since only 5 hours of N12 data a day is available for engineers to review and in this case the anomaly occurred within that data availability window.)  This sun sensor shading was expected to begin later this week as the decreasing sun angle on the spacecraft progressed below 20 degrees.  Unfortunately, the model used for these predictions is not of sufficient fidelity to account for any spacecraft appendages that might cause “transient shading” which is apparently what occurred in this instance.  Since the sun sensor shading situation is expected to be applicable during the next 8-10 weeks, NOAA plans to keep the spacecraft in YGC mode until the sun angle rises back above 24 degrees in early December.  However, with the spacecraft currently using the S (skew) gyro, there is no redundancy should another gyro fail.  Furthermore, the skew gyro is considered yellow in status (since 1992) because of occasional erratic measurement behaviors.  Therefore, NOAA plans to command the spacecraft back onto the orthogonal gyro (X) as soon as possible.  Before that switch can be made, the yaw update process must be disabled for the entire duration of this low sun angle season to ensure that the autonomous swap does not re-occur every time the spacecraft performs a Yaw update while the sun sensor is shaded (which will occur with increasing frequency in the coming weeks.)  EMOSS engineer Jonathon Woodward has generated and is currently testing a CP which will prevent all yaw updates from executing.  This CP is planned to be uploaded to the spacecraft on Weds, 16 Sept at 13:00Z and remain in place until the first week of December.  Several orbits after the yaw update process is disabled with this CP, EMOSS engineer Jim Shepard will command the spacecraft back onto the orthogonal gyro set thus once again enabling the skew gyro to provide redundancy.  Concerns about passive wheel tests invoking a reaction wheel swap during this period are not applicable on N12 because, unlike other POES spacecraft, N12 does not perform passive wheel tests while in YGC mode.  (Note:  there are no “Greta graphs” included in this report on this anomaly because Greta can no longer process N12 data.  For graphical depictions of this anomaly refer to Event Report SER03-P355 generated by Jim Shepard.) 

In light of recent events both operationally and at the factory, it is increasingly obvious to many NOAA and EMOSS engineers that because of its reliable AVHRR (K.O.W), N12 is a more important spacecraft in the POES constellation than support requirements might otherwise demonstrate.  Therefore, EMOSS engineers have requested that additional supports be provided for N12 (at the expense of N11) in the hope that increased vigilance could prevent future anomalies or provide more timely detection of those which have already occurred.  This request has been approved by NOAA management with an increase to 3-4 passes per day (from 1 or less) planned to begin in the coming days.  In addition, because of its more reliable AVHRR (relative to N15) future APT (VTX-1) RF conflict between N12 and N15 which previously were resolved in favor of N15 will now be resolved in favor of N12. 

NOAA-14:
The AVHRR scan motor current stabilized during the past week (illustration 1) for the first time in 3 week.  Imagery on 

N14’s AVHRR remains erratic with good data on some days and corrupt data on others (illustration 2). 

The N14 power subsystem was nominal during the past week with a steady bus voltage and a shunt which is not 

operating at peak capacity (illustration 3).  No additional N14 solar array moves are expected for the remainder of this calendar year although some reconfiguration may be required in Feb of 2004.
NOAA-15:
Both the N15 AVHRR and AMSU-B scan motors were nominal during the past reporting period with no abrupt 

changes in current or temperature.  However, the HIRS Filter Motor current surged on 12 Sept and has yet to return to 

completely nominal at the time of this report generation (illustration 4).  The effects of this surge on imagery data appear to be negligible, as is usually the case. (Illustration 5).  

N15 has entered a period of very low sun angles which is causing “historically low” temperatures on numerous components especially AMSU-A1 and 2 (although HIRS and AMSU-B are also somewhat affected; see illustration 6 & 7).  There have been no complaints by users to EMOSS on the quality of AMSU imagery and the PIDES system shows that all AMSU imagery appears nominal except for Channels 11 and 14 (which have been anomalous for more than 2 years).  These temps will continue to fall until as late as mid-October when the sun angle on the spacecraft “bottoms out” at 14 degrees  (NOTE:  comparison of current “record temps” relative to past performance is skewed by the change in values that the TIP swap brought on after being implemented in April 03.)   Conversely, the N15 SARR is simultaneously experiencing “record high” temperatures which would have registered significantly higher still had not the TIP been swapped last April. 

Due to events at the factory which will require significant engineering resources to investigate and resolve, the Rgyro test which was planned for NET 29 Sept has been postponed until a later date.  Planning for the test will continue among NASA, NOAA and EMOSS engineers.  However, an actual implementation date is now TBD.  In addition, the plan to place N15 into YGC mode for several revs to amass YGC performance data in support of the Rgyro test (refer to last weeks report) has also been delayed until TBD time.

NOAA-16: 
The N16 AVHRR scan motor current was less stable during the past week with several small but “out of family” scan 

motor current surges and a continuing increase in value that may, in part, be attributable to the digital to analog converter problem that affects this spacecraft (illustration 8 & 9).  Analysis of synch delta on this instrument is also showing an increasing trend (although the significance of this trend is not readily apparent; see illustration 10).  Up to the present time however, imagery products appear to not have been affected during the higher current readings (illustration 11).  This situation is being reported primarily because of the very fluid situation that is occurring with the POES constellation at the current time and the need for EMOSS to analyze even small “out of family” events with greater scrutiny and concern than ever before. 

Analysis continues on the N16 gyro problem (which is a primary driver of the delayed N15 Rgyro tests).  During the 

past week (illustration 12) there were no additional “out of family” yaw updates and the current XA, YA, ZA gyro channel assignments (reconfigured on 29 July) appear to have improved the N16 attitude control performance (K.O.W.).

At the request of Larry Flynn, on 16 Sept, EMOSS engineer Will Kent implemented a test on the N16 SBUV in order to test a processing algorithm modification made by Larry.  (Ordinarily the total ozone wavelengths are ordered such that they fall within Range 3. Due to noise in Range 3 Larry had to change the order to avoid that noise.)  The test occurred during a real-time pass at 18:20Z where the SBUV was commanded from Flex memory segment 0 to Flex 3, which contains the total ozone wavelengths in an atypical order. After 10 minutes of discrete mode measurements the SBUV was commanded back to Flex 0.  However, there was difficulty commanding the spacecraft and it faded while still in Flex memory 3.  On the next pass the command to go back to flex memory 0 was again sent, this time successfully and SBUV was verified back in flex memory 0.  Therefore, instead of 10 minutes test data, this operation resulted in 100 minutes.

NOAA-17:
Plans are being generated to once again dump GAC data over Svallbard using N17 STX-4.  The tests are scheduled to 

begin on 23 Sept and last at least one week.  Angelique Riley is EMOSS POC for these operations.

EMOSS engineer Jim Shepard is investigating a small “out of family” change in operating profile on N17’s Gyro 1 and 3 motor current which occurred late on 10 and 11 Sept.  No autonomous reconfigurations occurred because of this small surge nor did any limits flag.  In addition, the components settled down (although at slightly higher levels) several hours later and other ADACS telemetry appeared nominal (illustration 13 & 14).  With a variety of ADACS events, degradations and concerns occurring on various spacecraft in recent days, EMOSS will be looking at any “out of family” situation with additional scrutiny and reporting it to the community in as timely manner as is practical. 

NOAA-N
EMOSS engineers supported the end to end script review on 16 Sept.  NOAA-N data base has not yet been delivered 

and is required to support the end to end test currently scheduled for late October. 
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Illustration 1:   N14 AVHRR Scan Motor Health 
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Illustration 2:   N14 AVHRR Imagery Analysis 

(note the inconsistency image quality)
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Illustration 3:  N14 Power Analysis 
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Illustration 4:  N15 HIRS Filter Motor Health
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Illustration 5:  N15 HIRS Imagery Analysis at peak surge and most recent image

(note Hurricane Isabel on 12 Sept)

[image: image11.wmf]285

290

295

300

305

310

315

320

325

Jan/1

Jul/1

Jan/1

Jul/1

Jan/1

Jul/1

Jan/1

N15 AMSU-B selected component daily minimum temp

3 Jan 01 through 15 Sept 03

NAMBMDET

NAMBMTRT

NAMBPEUT

NAMBPSUT

 Variable

2001

2002

2003

285

290

295

300

305

310

315

320

325

Jan/1

Jul/1

Jan/1

Jul/1

Jan/1

Jul/1

Jan/1

N15 AMSUB low temp chans 16-18 daily minimum

3 Jan 01 through 15 Sept 03

NAMBLO16

NAMBLO17

NAMBLO18

 Variable

2001

2002

2003

285

290

295

300

305

310

315

320

325

Jan/1

Jul/1

Jan/1

Jul/1

Jan/1

Jul/1

Jan/1

N15 AMSU-2A warm load and RF temp daily minimum; 

3 Jan 01 through 15 Sept 03

NAM2RFT

NAM2WARM

 Variable

2001

2002

2003

285

290

295

300

305

310

315

320

325

Jan/1

Jul/1

Jan/1

Jul/1

Jan/1

Jul/1

Jan/1

N15 AMSU-2A Compensator and Scan Motor daily minimum temps;

 3 Jan 01 through 15 Sept 03

NAM2CMPT

NAM2MTRT

 Variable

2001

2002

2003

285

290

295

300

305

310

315

320

325

Jan/1

Jul/1

Jan/1

Jul/1

Jan/1

Jul/1

Jan/1

N15 AMSU-A1 RF Temps daily minimum 

3 Jan 01 through 15 Sept 03

NAM1RF1

NAM1RF2

 Variable

2001

2002

2003

285

290

295

300

305

310

315

320

325

Jan/1

Jul/1

Jan/1

Jul/1

Jan/1

Jul/1

Jan/1

N15 AMSU-1 Warm Load Temps; daily minimum 

3 Jan 01 through 15 Sept 03

NAM1WRM1

NAM1WRM2

 Variable

2001

2002

2003


Illustration 6:  N15 AMSU Thermal Trend Analysis
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Illustration 7:  N15 Selected Payload Thermal Trend Analysis
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Illustration 8:  N16 AVHRR Scan Motor Performance comparison 

(early Spring vs late summer 2003.

(note the more “erratic” readings from recent data)
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Illustration 9:  N16 AVHRR Scan Motor Current Trend Analysis
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Illustration 10:  N16 AVHRR Synch Delta analysis
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Illustration 10:  N16 AVHRR imagery during periods of “higher level” of scan motor current activity.
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Illustration 12:  N16 Yaw error and update analysis
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Illustration 12:  N17 Gyro analysis
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Illustration 13:  N17 ADACS analysis

POLAR SPACECRAFT TIP CLOCK ERROR

WEEK ENDING September 12, 2003

	DAY/DATE


	NOAA-11
	NOAA-12
	NOAA-14
	NOAA-15
	NOAA-16
	NOAA-17

	FRI.    09/05


	-1615 msec
	-420 msec
	-002 msec
	+045 msec
	-002 msec
	 +027 msec

	SAT.   09/06


	-1645 msec
	-429 msec
	-002 msec
	+045 msec
	-002 msec
	 +028 msec

	SUN.   09/07


	-1575 msec
	-436 msec
	-002 msec
	+045 msec
	-003 msec
	 +029 msec

	MON.  09/08


	-1605 msec
	-439 msec
	-002 msec
	+045 msec
	+003 msec
	 +029 msec

	TUE.   09/09


	-1535 msec
	-448 msec
	-002 msec
	+044 msec
	+005 msec
	 +029 msec

	WED.  09/10


	-1065 msec
	-452 msec
	-001 msec
	+043 msec
	+002 msec
	 +030 msec

	THU.   09/11


	-1195 msec
	-458 msec
	-001 msec
	+045 msec
	+002 msec
	 +030 msec


NOAA-12:  
As of 09/03/02 the TIP clock is corrected daily by +70 msec to compensate for drift.



ADDED 1250 mSecs to spacecraft command clock on 6 June
NOAA-14:  
As of 04/23/03 the TIP clock is corrected daily by –-7.3 msec to compensate for drift.



SUBTRACTED 150 msec from spacecraft command on 10 June. 

NOAA-15:  
As of 04/23/03 the TIP clock is corrected daily by –-8 msec to compensate for drift.



ADDED 100 msec to spacecraft command clock on 10 June.
NOAA-16:  
As of 04/23/03 the TIP clock is corrected daily by –5.1 msec to compensate for drift.



SUBTRACTED 100 msec from spacecraft command clock on 10 June.
NOAA-17:  
As of 04/23/03 the TIP clock is corrected daily by -1 msec to compensate for drift.

SUBTRACTED 100 msec from spacecraft command clock on 10 June.
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Weekly N17 CPU Error Scrubs
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NOAA-17 Scrubber Hits from 8 Sep 2003 through 14 Sep 2003:

Red/Circle = CPU#1     Black/X = CPU#2

PACS DATA AVAILABILITY (%)

September 05, 2003 through September 11, 2003

JDAY 248-254

	
	
	
	NOAA15
	NOAA14
	NOAA11
	NOAA16
	NOAA17

	Friday
	09/05
	248
	     100.0
	       100.0
	100.0
	100.0
	99.9(a)

	
	
	
	
	
	
	
	

	Saturday
	09/06
	249
	99.9(b)
	        100.0
	       100.0
	100.0
	99.9(c)

	
	
	
	
	
	
	
	

	Sunday
	09/07
	250
	      100.0
	100.0
	      100.0
	99.9(d)
	99.9(e)

	
	
	
	
	
	
	
	

	Monday
	09/08
	251
	100.0
	100.0
	70.0(f)
	100.0
	99.9(g)

	
	
	
	
	
	
	
	

	Tuesday
	09/09
	252
	100.0
	      100.0
	100.0
	100.0
	100.0

	
	
	
	
	
	
	
	

	Wednesday
	09/10
	253
	100.0
	      100.0
	54.4(h)
	100.0
	100.0

	
	
	
	
	
	
	
	

	Thursday
	09/11
	254
	      100.0
	100.0
	      85.6(i)
	100.0
	100.0

	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	


Comments:

(a) Rev 06219/F: G1A noisy; 97.5% recovered.

(b) Rev 27632/F: G3B noisy; 98.6% recovered 8DL 8PE.

(c) Rev 06233/F: G4B noisy; 97.9% recovered 1DL 2PE.

(d) Rev 15256/W: G4A noisy; 99.4% recovered.

(e) Rev 06247/F: G2B noisy; 99.0% recovered 2DL 1PE.

(f) Rev 77120/F: S4A noisy; 98.2% recovered 29DL 28PE.

(g) Rev 06260/F: G2A noisy; 99.9% recovered.

(h) Rev 77144/F: S1A noisy; 97.6% recovered 6DL 22PE.

(i) Rev 77177/F: S3B noisy; 95.9% recovered 8DL 27PE.


DTR Inf. (*):

NOAA-11        
DTR 1B -Inoperative.

DTR 2A/B -Frequently noisy

                  
DTR 4B -Frequently noisy



DTR 5A/B -Inoperative

NOAA-12
DTR 5A -Inoperative.



DTR 2B -Occasionally noisy and short

NOAA-14
DTR 4A/B -Inoperative.



DTR 3B -Unreliable playbacks, Removed from operations.



DTR 2A -Inoperative, DOY/200

NOAA-15
DTR 5A/B - Inoperative

NOAA-16            DTR 5A/B -Inoperative

                             DTR 3A -safe state change 1B



DTR 4B –Inoperative 1/12/03

NOAA-17
DTR 5A/B-Inoperative 2/16/03 Anomaly

Acronyms:

DL – Drop lock(s)
PE - Parity Error(s)


DQR - Data Quality Report


BE - Bit Error(s)
DAR - Data Accountability Report
MFR - Multi-Function Receiver









