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ALSO SEE: http://www.oso.noaa.gov/poesstatus/                         EMOSS

For changes or comments contact Jeff Devine 301-817-4020


POLAR Spacecraft Status As of: Tues, 26 Aug 03  17:00 EST

(changes from last week in bold border)
	Subsystem/

Component
	NOAA-11H

Standby PM

STIP data only
	NOAA-12D

Standby AM

STIP data only
	NOAA-14J

Standby AM

STIP data only
	NOAA-15K

BACKUP AM

GAC data only
	NOAA-16L

PRIMARY PM

GAC&LAC data
	NOAA-17M

PRIMARY AM

GAC&LAC data

	LAUNCHED 
	09/23/88
	05/14/91
	12/30/94
	05/13/98
	09/21/00
	6/24/02  

	CNTL OBP
	OBP2
	OBP2
	OBP2

 OBP1 inoperative
	OBP2


	OBP2


	OBP2

	BUS
	A-BUS

XSU-1
	B-BUS

XSU-1
	B-BUS

XSU2 (XSU1 inop)
	B-BUS

XSU-1
	B-BUS

XSU-1
	B-BUS

XSU-1

	BUS VETO
	NO
	NO
	NO
	NO
	NO
	NO

	ADACS

 
	DEGRADED
(Y, Z- Gyros Failed)  Reduced Gyro S/W
	NOMINAL

RGmode=Monitor


	NOMINAL

Rgmode=Disabled

SS check Disabled when mode=YGC 
	OK

Rgmode=Monitor

Rgyro test planned for Fall 2003

Gyro-3 Off/Anom 
	NOMINAL

Rgmode=Disabled

Gyro chans=AAA

Gyro3 deselected 

TOAR submitted
	NOMINAL

Rgmode=Disabled



	RXO
	PRI

BU random enables

ETCUP +70 mSecs
	PRI

BU random enables
	PRI

BU random enables ETCUP –7.3 Msec
	PRI
ETCUP  -8 mSec
	PRI

ETCUP –5.1 mSec 
	PRI

ETCUP  -1 msec    

	CLOCK DIV
	2
	2
	2
	2
	2
	2

	MIRP
	ON
	ON
	ON

External  Sync. 

Rephase Daily
	ON

External  Sync, Rephase Daily. 
	ON

External  Sync,

Rephase Enabled
	ON

Internal Synch

Rephase Enabled

	TIP SIDE
	1
	1
	1
	2

Since 4/24/03
	1 

Analog telem drifting
	1

	DTRs
	1A, 2B, 3, 4A Safestate - 2B,
	1, 3, 4, 5B 

Safestate- 1B


	1, 2B, 3A, 5 Safestate- 1B
	1, 2, 3, 4 Safestate 1B EOT

	1,2,3,4A

Safestate 3A

4B TOAR 418 

(STIP only)
	1,2,3,4

Safestate=1B

DTR2-SSR

DTR5  TOAR 420

	VTX

(APT data)
	OFF
	ON #1
since 8/15/03 
	OFF      

Since 8/14/02 
	1 
	INOP

OFF since 11/15/00
	2

	BTX
	2
	1
	2
	1
	1
	 2  

toggle test planned  8/28/03  19:20Z

	STX
	 3 – TIP 

 1,2 - Playback
	1 – HRPT;

2,3 - Playback
	3 – HRPT

2, 1 – Playback


	1, 2, 3 - degraded; 

2 Omni–HRPT; 4- Playback 
	1 – HRPT;

2– Playback; 

4 – Playback

3 low power unused
	3 – HRPT    

TOAR424 low power
1&2 Playback 
4 – TIP

	POWER

(Array offset, charge and eclipse states, sun angle)


	Array Off  -30

Since 6/19/02

Eclipse all year

Sun angle 78

Steady Trend

Batts 1-3= LRC
VT1,2=6/8

VT3 = 8/11

Charge state safe

trip disabled
	ArrayOff -60
since 7/30/03

FULL SUN

SINCE ECLIPSE SEASON ENDED 8/25

Sun Angle at 30 trend down to 16 

Batts 1&2=LRC

         V/T=4
	Array Off -55
Since 8/21/03

FULL SUN

Sun Angle at 28 trend down to 22

Batts 1-3= LRC

Batt 1&3V/T=8/11

Batt2 VT=9/11 )

Shunt Degradation TOAR 425
	Array Off  -45

Since 1/25/01

FULL SUN 

Sun Angle at 25 trend down to 14 

Batts 1-3= LRC

V/T=7/9
	Array  Off -40

Since 7/16/02

Eclipse all year

Sun Angle  63
Downtrend to 54 

Batt2A TOAR403 Unregulated Temp

Batts 1-3= LRC
V/T=4/8
	Array Off. –35
Since 7/1/02

Eclipse all year

Sun Angle at 68

 Steady Trend

Batts 1-3= LRC
V/T=3/7 Since 8/26 autoswitch
Batt2A TOAR 416 Unregulated Temp

Record high temp of 18.7 degs C  on 8/26/03

	 AVHRR
	OFF
Failed Power Supply
	ON

Nominal
	      ON

Intermittent scan motor anomalies. STATUS=RED
	ON

Rare Scan motor surges. Last 

Incident  8/9/03/03
	ON

Nominal (3B)

3A-B switch once per week over north pole.  Last switch 1Aug 03 
	ON
Nominal (3A&B)

3A-B switch enabled

	AMSU-A1


	
	
	
	ON

Ch14 inoperative

Ch11 inoperative
	ON
TOAR 415 on primary PLLO chans 9-14  bias shift.

TOAR 417 on Backup PLLO

Status=Yellow
	ON
TOAR 413 Chan-3 popcorn noise

TOAR 414 on PLLO chans 9-14 bias shift.

TOAR 421 on Channel-7 elevated NEDT’s  noise

	AMSU-A2
	
	
	
	ON
	ON

   Space Position-2
	ON


	AMSU-B 
	
	
	
	ON

Bias in All Channels.  

Motor current surges, most recent 8/10/03
	ON 

Space Position-3


	ON

	HIRS
	OFF

Filter Wheel Anomaly
	INOP

Filter Wheel turned OFF 10/17/02.  Electronics On
	ON

Operational
	ON

Operational

  FW in Hi  power,

FW Heaters OFF

Filter Motor current surges. Last incident  8/26/03

	ON

Nominal


	ON

1 Pixel cross track  misalignment .

	MSU
	INOP

OFF, Antenna Failed
	INOP

Scan Motor OFF  since 3/12/03

Electronics ON.  
	ON

Scan motor and antenna problems
	
	
	

	SSU
	ON
	
	ON
	
	
	

	DCS
	ON
	ON
	ON
	ON
	ON

Nominal
	ON

Nominal

	SARR
	ON 

Low signal
	
	ON
	ON-A

All AGC Mode
Intermittent failures for 243MHz  A&B 
	ON-A

All AGC Mode

(B-side Receiver in FG mode)

243 MhZ INOPERATIVE.
	ON-A

Nominal 

All AGC Mode 


	SARP
	ON

Nominal
	
	OFF

Failed Power Supply
	ON

Nominal

RCVR B/W = 2
	ON 

Nominal

RCVR B/W = 2 
	ON

Nominal

	SEM
	
	ON 

Elec-CH-HVPS=4

Prot-CH-HVPS=0


	ON 

Elec-CH-HVPS=0

Prot-CH-HVPS=0

1 of 4 Telescopes inoperative
	ON 

Nominal 

E-CDEM-HVPS=2

Since 1/14/03

P-CDEM-HVPS=0
	ON

Nominal 

E-CDEM-HVPS=4

P-CDEM-HVPS=4

since 4/15/03 
	ON

Nominal

E-CDEM-HVPS=2

P-CDEM-HVPS=3

since 2/18/03

	SBUV
	INOP

Grating motor OFF since 5/29/03 

Electronics and Heater remain ON 
	
	ON

Occasional

Reduced Grating Drive Motion

Reduced operations profile started 6/5/03
	
	ON

Backup Diffuser in use since 6/16/03.)

Primary =TOAR 426
antenna deploy anomaly,
AMSU EMI causing erratic Behavior  from PMT cathod, in range 3 No fix’s 
	ON

Nominal

Anode Mode 


	SADPOS 


	
	
	
	N/A
	ON 

ENABLED 

MFactor =50%


	ON

ENABLED



	THERMAL

Heaters, louvers

TCE’s
	Nominal
	Nominal
	Nominal
	HIRS FWheel heater OFF since

TCE24L&25L failed 5/13/98

RCE thermostat failed 5/13/98
	Nominal
	TCE3H Batt 2A heater stuck on. Turned off 8/26/03


	
	N11
	N12
	N14
	N15
	N16
	N17


NOTE:  The last row (THERMAL) is a new addition to this status sheet.

COMMENTS/CHANGES:

NOAA-11
No changes since previous report.

NOAA-12.  
N12 Eclipse season ended on 25 Aug 03.  N12 was the last of the “temporary eclipsing spacecraft to emerge.  A 

determination on how to best proceed with configuring N12 solar array offset to prevent sensor shading during the month of October has yet to be finalized.  Andy Miller is working this issue for EMOSS.

NOAA-14:
Because of concerns about shunt work load, power generation was reduced on 21 Aug at 14:00Z by moving the solar 

array offset to –55 degrees (from –45).  This appears to have had that desired affect (illustration 1) as well as reducing some of the battery temperatures that quickly “ran up” as soon as the N14 eclipse season ended on 15 Aug.  No additional reconfigurations are planned for N14 at this time.  However, close scrutiny of the shunts and other power subsystem components will be required into the foreseeable future.  Andy Miller is EMOSS POC.

The AVHRR scan motor current was stable to slight higher during the past week with generally nominal images (illustration 2).  

NOAA-15:
There have been no additional notifications made to EMOSS about noise on N15 HIRS channels 13-19.  A surge in the 

HIRS Filter Motor current began late on 25 Aug and has yet to resolve itself (although it appears to be one of the typical surges associated with this spacecraft and payload.).  Imagery appears to have not been affected by this most recent surge.  (Illustration 3 and 4)

The N15 AVHRR scan motor current settled down after demonstrating slightly erratic behavior during past weeks (illustration 5).  No reconfigurations are expected.  In addition, AMSU-B was nominal throughout the past week.

An N15 R-Gyro preliminary test plan was reviewed and discussed with a number of NOAA, NASA, Lockheed and EMOSS engineers on 26 Aug.  Jim Sheperd was EMOSS POC for this meeting.  A number of issues remain to be resolved and products created before this test can be implemented.  A NET date of 13 October is currently identified for implementation with additional discussions to take place between now and then.

NOAA-16: 
Analysis continues on the N16 gyro problem and a TOAR has been submitted in response to this situation.  There have 

been no additional “out of family” yaw updates across the now active A-channels since the one that occurred on 10 

August (illustration 6).

NOAA-17:
EMOSS engineers are preparing to implement a test to help the investigation into TOAR #421(AMSU-A1 noise spikes 

on Channel 7).  This test requires Beacon transmitter #2 to be turned OFF on 28 Aug at 19:20Z, then Beacon #1 to be turned ON at 19:25Z, then Beacon #1 turned off at 19:30Z and Beacon #2 to be turned back on at 19:35Z.  Close coordination with IPD at NOAA will be required as it is they who will be requested to analyze channel 7 data during the test period to determine if any corruption is evident.  All commanding will be done out of stored commands as the spacecraft will be over the western Pacific ocean at the time of test execution.   Angelique Riley and Will Kent are EMOSS POC’s for this operation.

The power thermal subsystem experienced an anomaly on 26 Aug starting approximately 13:00Z.  At that time the TCE #3 Heater (used to heat battery2A) began to actively heat the battery.  During the current calendar year, this battery has only actively heated the battery on a single occasion: the 31 May 03 solar eclipse.  Therefore it was unexpected that the heater should be active at all (illustration 7).  At approximately 16:00Z, the AET noticed a temperature of 13 degrees on battery 2A (yellow high and higher than any normal ops POES battery temp ever observed during the EMOSS contract, a record previously held by N16 battery 2A which reached 11 degrees in Jan 2002.) The AET notified EMOSS power engineer Andy Miller.  After consultations with other engineers it was determined and verified that the heater had become stuck in the active position and was “super heating” the battery.  At the first available pass (16:30Z) the heater was turned off.  During this pass it was observed that the temperature on battery 2A had reached a Red High 18.89 degrees and that the spacecraft had executed the first of three autonomous thermal safing procedures; changing the VT level to 3/7 from 4/8.  (Note if the temp had increased by another degree the second process would have executed; battery charging to trickle.  If it had gone up another 1.5 degrees, it would have executed step 3; disconnecting battery 2A.  Interestingly enough, the process does NOT power off the heater during thermal runaway, a lesson learned that is ripe for a future software fix).  After turning off the heater, an entire pass was observed but the temperature did not retreat.  However, on the next pass, at 18:00Z, the temperature had fallen to 16.5 degrees (still red high) and the trend continued downward on a 19:30Z pass falling back into the Yellow High level.  Analysis is currently ongoing, some reconfigurations in the near future are expected (i.e. VT change) and an event report and TOAR will be submitted by EMOSS POC Andy Miller.  (Note:  This anomaly was too recent to have graphs included in this weeks report.  They will be included next week.)

In an unrelated EPS event, N17 has had several miscompares of the mnemonic BSNRDSCD, which is a SADPOS sun 

sensor discrepancy.  SADPOS is a backup array drive software module, which can take over control of and provide autonomous steering for the solar array on N17 if the spacecraft determines the sun has been lost for 8 minutes or longer.  The cause of the current miscompare is that the duration of darkness during each eclipse is approximately 20 seconds longer than the 35 minutes currently allotted by the software.  Once this darkness duration limit is surpassed, if the spacecraft does not sense sunlight on the array it sets a SADPOS timer which will execute SADPOS control if 

sunlight is not detected within 8 minutes.  If sunlight is detected before 8 minutes, the SADPOS timer is cleared and everything starts over anew.  Andy Miller, the EMOSS power engineer plans to change the eclipse duration timer by adding an additional minute to it later this week or early next week.  This discrepancy poses no threat to the spacecraft and should be transparent to any and all spacecraft users.
STX-4 testing at Svalbard ended on 18 August.  Additional STX-4 usage or testing is undetermined at the current time (illustration 8).

NOAA-N 
Level 3 Data base validation (Phase One) continues on with NASA subsystem/instrument leads, traveling to NOAA 

and using NOAA-N TVAC data on TCS-3 played back into PACS to validate telemetry and pages.  Completion is 

expected on or about 5 Sept.  Kim Kolb and Azi Dinat are EMOSS POC’s for this process.

Misc:
A technical paper written about the incorporation of gyro-less software to control a spacecraft attitude control 

on orbit (see last weeks report) by the team that implemented the process has been received by EMOSS engineer Jeff Devine.  This report is an in-depth technical discussion about the how this project came about and what had to be considered for its implementation.  Anybody who would like a copy of this report should make an email request to JAMES.DEVINE@NOAA .GOV.



EMOSS engineers will be attending ISI training for Marco Load Management and Ephemeris Generation, two of the 

new SOMS upgrades expected to be operational within the next month.
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Illustration 1:  N14 Power Analysis
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Illustration 2:  N14 AVHRR Scan Motor and Imagery Analysis 
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Illustration 3:  N15 HIRS Filter Motor Health
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Illustration 4 :  N15 HIRS Image at Peak Filter Motor Current surge 

(26 Aug 00:20Z)
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Illustration 5:  N15 AVHRR Scan Motor Current Analysis
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Illustration 6:  N16 Yaw performance analysis 
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Illustration 7 :  N17 Battery 2A Heater status trend data and relative heating status 5 Oct 02 through 25 Oct 03.

As this graph depicts: the fact that the heater was actively heating on 26 Aug 03 (not shown) was historically “anomalous”.  Spacecraft data at the time of the anomaly not available for publication in time for this report.  It will be included in next weeks report.  An event report and TOAR will be submitted as well.
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Illustration 8:  N17 STX-4 Utilization 15-25 Aug 2003

POLAR SPACECRAFT TIP CLOCK ERROR

WEEK ENDING August 22, 2003

	DAY/DATE


	NOAA-11
	NOAA-12
	NOAA-14
	NOAA-15
	NOAA-16
	NOAA-17

	FRI.    08/15


	-1087 msec
	-292 msec
	-021 msec
	+047 msec
	-010 msec
	 +012 msec

	SAT.   08/16


	-1017 msec
	-299 msec
	-020 msec
	+047 msec
	-010 msec
	 +014 msec

	SUN.   08/17


	-1247 msec
	-304 msec
	-019 msec
	+048 msec
	-011 msec
	 +013 msec

	MON.  08/18


	-977 msec
	-310 msec
	-018 msec
	+048 msec
	-010 msec
	 +015 msec

	TUE.   08/19


	-1907 msec
	-316 msec
	-018 msec
	+045 msec
	-011 msec
	 +015 msec

	WED.  08/20


	-1636 msec
	-318 msec
	-018 msec
	+046 msec
	-007 msec
	 +016 msec

	THU.   08/21


	-1766 msec
	-328 msec
	-018 msec
	+048 msec
	-005 msec
	 +010 msec


EMOSS POC for this chart is JIM SHEPHERD

NOAA-12:  As of 09/03/02 the TIP clock is corrected daily by +70 msec to compensate for drift.

NOAA-14:  As of 04/23/03 the TIP clock is corrected daily by –-7.3 msec to compensate for drift. 

NOAA-15:  As of 04/23/03 the TIP clock is corrected daily by –-8 msec to compensate for drift.

NOAA-16:  As of 04/23/03 the TIP clock is corrected daily by –5.1 msec to compensate for drift.

NOAA-17:  As of 04/23/03 the TIP clock is corrected daily by -1 msec to compensate for drift.

N12:  ADDED 1250 mSecs to spacecraft command clock on 6 June

N14:  SUBTRACTED 150 msec from spacecraft command on 10 June.

N15:  ADDED 100 msec to spacecraft command clock on 10 June.

N16:  SUBTRACTED 100 msec from spacecraft command clock on 10 June.

N17:  SUBTRACTED 100 msec from spacecraft command clock on 10 June.
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Weekly N17 CPU Error Scrubs
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8/25/2003

CURRENT AVE OFFSET

Ave daily drift since 10 Jun 2003 Clock Update

*

N14

-12.88168832

0.8259074

Daily ETCUP set to   -7.3 mSecs 

4/22/03

Today

2.106926136

Clock update -150ms 6/10/03

 

 

CURRENT AVE OFFSET

Ave daily drift since 10 Jun 2003 Clock Update

 

N15

46.27202886

-0.0524421

Daily ETCUP set to   -8 mSecs 

4/22/03

Today

-1.614619725

Clock update +100ms 6/10/03

 

 

 

CURRENT AVE OFFSET

Ave daily drift since 10 Jun 2003 Clock Update

 

N16

-6.819027916

0.420552237

Daily ETCUP set to   -5.1 mSecs 

4/22/03

Today

0.144163302

Clock update -100ms 6/10/03

 

 

CURRENT AVE OFFSET

Ave daily drift since 10 Jun 2003 Clock Update

 

N17

15.82953475

-0.02252329

N17 RXO swapped JDAY 183. 

ETCUP to  -1 Msec 4/22/03

Today

0.68933169

Clock update -100ms 6/10/03


NOAA-17 Scrubber Hits from 18 Aug 2003 through 24 Aug 2003:


PACS DATA AVAILABILITY (%)

August 15, 2003 through August 21, 2003

JDAY 227-233

	
	
	
	NOAA15
	NOAA14
	NOAA11
	NOAA16
	NOAA17

	Friday
	08/15
	227
	       100.0
	       100.0
	100.0
	99.9 (a)
	100.0

	
	
	
	
	
	
	
	

	Saturday
	08/16
	228
	99.9(b)
	       100.0
	      84.8 (c)
	   100.0
	100.0

	
	
	
	
	
	
	
	

	Sunday
	08/17
	229
	     99.9(d)
	74.4(e)
	      69.8 (f)
	100.0
	100.0

	
	
	
	
	
	
	
	

	Monday
	08/18
	230
	100.0
	100.0
	70.0(g)
	100.0
	100.0

	
	
	
	
	
	
	
	

	Tuesday
	08/19
	231
	100.0
	     85.4(h)
	69.7(i)
	100.0
	94.4(j)

	
	
	
	
	
	
	
	

	Wednesday
	08/20
	232
	100.0
	      100.0
	100.0
	100.0
	100.0

	
	
	
	
	
	
	
	

	Thursday
	08/21
	233
	      99.9 (k)
	100.0
	      100.0
	100.0
	100.0

	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	


Comments:

(a) Rev 14926/F: G3B noisy; 99.2% recovered.

(b) Rev 27330/F: G1A noisy; 99.6% recovered 4DL 2PE.

(c) Rev 76816/F: S4A noisy; 97.3% recovered 24DL 16PE.

(d) Rev 27336/F: G4A noisy; 99.4% recovered.

(e) Rev 44492/F: S2B noisy; 96.3% recovered.

(f) Rev 76819/F: S4A noisy; 95.6% recovered 14DL 31PE.

(g) Rev 76833/F: S1A noisy; 97.6% recovered 49 DL 1PE.

(h) Rev 44512/F: S5B noisy; 99.1% recovered 9DL 8PE.

(i) Rev 76847/F: S4A noisy; 94.2% recovered 6DL.

(j) Rev 05983/F: L4B noisy; 91.1% recovered.

(k) Rev 27393/F: G1A noisy; 99.9% recovered 2DL 1PE.


DTR Inf. (*):

NOAA-11        
DTR 1B -Inoperative.

DTR 2A/B -Frequently noisy

                  
DTR 4B -Frequently noisy



DTR 5A/B -Inoperative

NOAA-12
DTR 5A -Inoperative.



DTR 2B -Occasionally noisy and short

NOAA-14
DTR 4A/B -Inoperative.



DTR 3B -Unreliable playbacks, Removed from operations.



DTR 2A -Inoperative, DOY/200

NOAA-15
DTR 5A/B - Inoperative

NOAA-16            DTR 5A/B -Inoperative

                             DTR 3A -safe state change 1B



DTR 4B –Inoperative 1/12/03

NOAA-17
DTR 5A/B-Inoperative 2/16/03 Anomaly

Acronyms:

DL – Drop lock(s)
PE - Parity Error(s)


DQR - Data Quality Report


BE - Bit Error(s)
DAR - Data Accountability Report
MFR - Multi-Function Receiver









