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ALSO SEE: http://www.oso.noaa.gov/poesstatus/                         EMOSS

For changes or comments contact Jeff Devine 301-817-4020


POLAR Spacecraft Status As of: Tues, 13 Jul 04  16:00 EST

(changes from last week in bold border)
	Subsystem/

Component
	NOAA-12D

AM: AN=1644Z

STIP data only
	NOAA-14J

AM: AN=1930Z

STIP data only
	NOAA-15K

AM: AN=1837Z

GAC data only
	NOAA-16L

PM: AN=1437Z

GAC&LAC data
	NOAA-17M

AM:  AN=2220Z

GAC&LAC data
	NOAA-N18
Planned PM

Plan AN=13:40Z

	LAUNCHED 


	05/14/91
	12/30/94
	05/13/98
	09/21/00
	6/24/02  
	Planned

NET 2/11/05

	CNTL OBP
	OBP2
	OBP2

 OBP1 inoperative
	OBP2


	OBP2


	OBP2

CPU1&2 Errr TOAR
	

	BUS
	B-BUS

XSU-1
	B-BUS

XSU2 (XSU1 inop)
	B-BUS

XSU-1
	B-BUS

XSU-1
	B-BUS

XSU-1
	

	BUS VETO
	NO
	NO
	NO
	NO
	NO
	

	ADACS

X=Yaw

Y=Roll

Z=Pitch 
	Nominal Mode

RGmode=Monitor
Gyro chans=XYZ


	Nominal Mode

Rgmode=Disabled

Gyro chans=XYZ

SS check Disabled when mode=YGC 
	Nominal Mode

Rgmode=Monitor

Gyro-3 Off 6/26/00 Gyro chans=AAB 

N2 Low PSI invalid
	Nominal Mode

Rgmode=Monitor

Gyro-3 Off 6/10/04

Gyro chans=AAA

Gyro3 TOAR 427
	Nominal Mode

Rgmode=Monitor
Gyro-3 Off 6/10/04
Gyro chans=AAB

Gyro3 TOAR 436
	New 

ring laser gyro

	RXO
	PRI

BU random enables
daily bias+6.5 mS
	PRI

BU random enables daily bias–7.0 mS

-150 mS on 6/30/04 
	PRI
daily bias -8 mSec
	PRI

Daily Bias –5.5 mS 


	PRI

Daily Bias –3 mSec

added 125 mS 2/24
	 

	CLOCK DIV
	2
	2
	2
	2
	2
	

	MIRP
	External Synch

Rephase Enabled
	External Synch

Rephase 0730 Daily
	External Synch Rephase 0730 daily
	External Sync

Rephase every orbit
	External Sync

Rephase Enabled
	

	TIP SIDE
	1
	1
	2

Since 4/24/03

Channels  224 -227 invalid TOAR 432
	1 

Analog telem drifting
	1


	

	DTRs
	3, 4, 5B 
Safestate 3B since 9 Jun
	1, 2B, 3A, 5 Safestate- 1B


	1, 2, 3, 4 Safestate 1B EOT
	1,2,3,4A

Safestate 3A

4B TOAR 418 

(STIP only)
	1,2,3,4

Safestate=1B

DTR2-SSR

DTR5  TOAR 420
	All solid state digital recorders

	VTX

(APT data)
	#1 ON

137.50 MHZ


	OFF

Since 8/14/02 
	ON
Turned on 7/7/04  at 23:30
	INOP

OFF since 11/15/00
	#2 ON

137.62 MHZ
	

	BTX
	#1

136.77 MHZ
	#2

137.77 MHZ
	#1

137.35 MHZ
	#1

137.35 MHZ
	#2

137.77 MHZ
	

	STX

#1=1698.0 mhz

#2=1702.5 mhz

#3=1707.0 mhz

#4=2247.5 mhz
	1 – HRPT;

2,3 - Playback
	3 – HRPT

2, 1 – Playback
	2-Omni HRPT

4-Playback

1,2,3-Degraded

	1 – HRPT;

2– Playback; 

4 – Playback

3 low power unused
	3 – HRPT    

TOAR424 low power

1&2 Playback
          4 – TIP

Svalbard tests
	 

	POWER

(Array offset, charge and eclipse states, sun angle)


	ArrayOff -60
since 7/30/03
Eclipse Season 

Sun Angle at 38 steady trend 

Sun sensor shading

possible until 4/04
Batts 1&2=LRC

         V/T=4
	Array Off -55

Since 8/21/03
Eclipse all year

Sun Angle at 43 steady trend
Batts 1-3= LRC

Batts 1&3V/T=8/11

 Batt2 VT=9/11 )

Shunt Degraded 
	Array Off  -45

Since 1/25/01

Eclipse Season Peaked 15 June
Sun Angle 33 

steady trend

Batts 1-3= LRC

V/T=7/9
	Array  Off -40

Since 7/16/02

Eclipse all year

Sun Angle 65
Steady Trend

Batts 1-3= LRC

V/T=4/8
	Array Off. –40
Since 1/29/04

Eclipse all year

Sun Angle at 72

Steady trend

Batts 1-3= LRC
V/T= 4/8 
	

	 AVHRR
	Nominal


	INOP

Scan motor stalled

14 Apr 04
	Nominal

Rare Scan motor surges. Last 

Incident  8/9/03


	DEGRADED

Occasional erratic performance/quality 

TCE24 OFF 4/14 

Chan 3B only. 
	Nominal
3A-B switch enabled
	New brushless scan motors

	AMSU-A1


	
	
	Operational

Ch14 inoperative

Ch11 inoperative


	Operational
TOAR 415 on primary PLLO chans 9-14  bias shift.

TOAR 417 on Backup PLLO inop


	OFF/INOP

Since 10/30/03

Inoperable Red in status. Survival heat on.  

	

	AMSU-A2
	
	
	Nominal
	Nominal
Space Position-2


	Nominal
	

	AMSU-B 
	
	
	Operational

Bias in All Chans.  

Motor surges ,most recent 5/19/03

IPD Reports of degraded data on Chan-3 since 4/30
	Operational 

Space Position-3

IPD reports channel 8 degradation
	Nominal


	

	HIRS
	INOP

Filter Wheel turned OFF 10/17/02.  Electronics On
	NOMINAL

Operational

Occasional loss of Fwheel synch
	VARIABLE

FW mode=Hi Powr

FW Heater OFF  
Frequent Filter Motor current “mini” surges, most recent 7/11/04
Occasional major FM current surges, most recent 6/3/04
	Operational

Occasional major FM surges, most recent

4/29/04

IPD Reports of excess noise in space view channels 21May04
	NOMINAL

1 Pixel cross track  misalignment .
	

	MHS/MIU


	
	
	
	
	
	At factory

Replaces AMSUB

	MSU
	INOP

Scan Motor OFF  since 3/12/03

Electronics ON.  
	Operational

Scan motor and antenna problems
	
	
	
	

	SSU
	
	Nominal
	
	
	
	

	DCS


	Nominal
	Nominal
	Nominal
	Nominal
	Nominal
	

	SARR
	
	Nominal
	Operational

A-Side

All AGC Mode
Intermittent failures for 243MHz  A&B 
	Operational

A-side

All AGC Mode

(B-side in FG mode)

243 MhZ = INOP.
	Nominal

A-side

All AGC Mode 

	

	SARP
	
	OFF

Power Failure
	Nominal

RCVR B/W = 2
	Nominal

RCVR B/W = 2 
	Nominal
	

	SEM
	Nominal 

Elec-CH-HVPS=4

Prot-CH-HVPS=0


	Operational 

Elec-CH-HVPS=0

Prot-CH-HVPS=0

1 of 4 Telescopes inoperative
	Nominal

E-CDEM-HVPS=2

P-CDEM-HVPS=0
	Nominal 

E-CDEM-HVPS=5

P-CDEM-HVPS=4
	Nominal

E-CDEM-HVPS=2

P-CDEM-HVPS=3
	

	SBUV
	
	Degraded

Grating motor stuck at position –930 on 7/8/04 recovery ops successful 7/9

Flex memory 3 (giant step) ops suspended indefinitely on 12/2/03

Reduced operations  started 6/5/03
	
	Operational
Degraded Ozone data reported TOAR 435
Primary & Backup diffuser =TOAR 426 and TOAR 433
Both have Antenna deploy problems

AMSU EMI causing erratic Behavior  in PMT cathod, range 3 
	Nominal

Anode Mode 

	 

	SADPOS 


	
	
	N/A
	ON 

ENABLED  
MFactor =50%
	ON

ENABLED


	

	THERMAL

Heaters, louvers

TCE’s
	Nominal
	Nominal
	TCE26 & 15H 

Telem invalid 

TOAR 432 

HIRS FW Heat OFF

TCE24L&25L (HIRS & AVHRR) failed 5/13/98

RCE thermostat failed 5/13/98
	Nominal

TCE24 OFF 4/14 (AVHRR H&L) 


	TCE3H Batt 2A heater failed ON, turned off 8/26/03  TOAR 428

AMSU-A1 survival heaters on 10/29/03 
	l

	
	N12
	N14
	N15
	N16
	N17
	NOAA-N18


COMMENTS/CHANGES:

NOTE:  This report covers information between 2 Jul and 13 Jul 2004

NOAA-12
No changes since last report 

NOAA-14:
As described in the Event Report submitted by acting EMOSS POES Payload engineer Jim Walters, “The grating drive for the NOAA-14 SBUV was commanded into flex memory segment 3 by the stored command table at approximately 02:50Z on 8 July 04.  AT that time, it appears that the grating then overshot its intended low position of -730 and became stuck somewhere in the region of -925.  It remained stuck even when the stored command table re-commanded the normal scan pattern held in flex memory segment 0.  The grating motor temperature began to rise as the motor struggled to return the grating to the correct operating range.  The on-duty AET detected the anomaly during the pass at 05:06z.  He contacted the instrument engineer, who advised him that the spacecraft had a safety macro that would shut off the motor if the temperature got too high.  Based on the data available at the time, and previous expereiences with this same anomaly, the engineer did not think the temperature would reach the macro trigger point, and that he would begin recovery operations in the morning.  The temperature rose faster than previous similar incidents with this SBUV and the safety macro turned off the grating drive motor at 07:52z.  The instrument engineers saw the motor had turned off when they watched the first pass the next morning.  Based on previous recovery operations on this same instrument,  engineers decided to re-enable the safety macro, and then try to jar the grating loose by toggling the grating motor power on and off, and by changing the selected flex memory segment.  They knew that this would take several command contacts, and asked the AET to schedule as many call-up passes as possible

Originally, changing the flex memory had no noticeable effect on the drive, but toggling the motor power would nudge the grating position one count closer to the nominal range.  The engineers concentrated on just toggling the drive.  The movement caused by the toggling did not occur immediately, but would happen within about 30 seconds of the toggle.  Toggling was commanded on 4 different passes.   By the end of the day the grating drive had not yet broken free, but significant progress had been made.  The next morning the engineers and ops crews resumed the effort.  The grating drive broke free at about 2004/191/13:52z, during the second pass of the day.  They commanded the SBUV to flex memory segment 0, the normal operational segment.  It took a total of 41 motor toggles to break free and The SBUV is currently scanning freely in the normal operational range.  (Illustrations 1-2.)

As a follow up to this incident, EMOSS Engineering will consult with outside experts to determine the best way to prevent the SBUV from sticking in the future.  One way may be to modify the scan pattern contained in flex memory segment 0 to try to prevent the overshooting effect that gets the grating drive stuck.  Another option is to stop using segment 0 at all.  Engineering will also creating a Contingency Operations Procedure for this anomaly, that could be implemented by the AET’s while they await the arrival of engineering support since this situation has become more common as has its recovery profile.
The N14 command clock was updated on 30 June by subtracting 150 Msecs at 23:50Z.  

NOAA-15:
The N15 AVHRR and AMSU-B were completely nominal during the past reporting period (illustration 3).  The N15 

HIRS experienced ones of its standard “mini” surges which started on 11 July and has yet to fully returned to nominal 

(illustration 4).  As is standard with this type of event, the filter wheel temp also rose, but filter wheel synch never lost lock, the period monitor actually “tightened its range (improved?) and imagery appeared to have not been adversely affected (illustration 5)  Finally, there was no notification made by users to EMOSS engineers of imagery degradation during this period.

The RF conflict with N12 that necessitated N15’s VTX-1 (APT data) to be turned off on 7 June ended on 7 July and at 23:30Z on 7 July, the N15 VTX-1 transmitter was turned back on.

NOAA-16:
Test commanding of N16 commenced at Svalbard this week with all indications that the testing has been successful through the time of this publication.   N16 test consist of testing Svalbard ability to command spacecraft in support of the future IJPS project.  Angelique Riley and Carl Gliniak are EMOSS POC’s.  As part of this test, on 13 and 14 July at 21:54Z NOAA-16 will be commanded into clear mode for two orbits and then back to encrypted.  This will be done too see if we receive acceptable telemetry values from Svalbard commanding.  Ground network testing with Barrow is also ongoing.  These tests often result in lower quality data, which is expected at times.


N16 AVHRR remained erratic during the past reporting period and was actually degrading during the past several days.  Bar codes are still intermittently evident in images but the rephase enable command performed each orbit has been instrumental in improving the percentage of nominal quality imagery.  (See illustrations 6-9)

There was no additional information received by EMOSS on the degrada5tion of N16 HIRS imagery as was reported in the past two weekly reports.  HIRS health telemetry remains nominal and stable on N16 (illustration 10). 

ADACS performance is generally nominal on N16 (operating on only 2 gyros for a month).  Some small perturbations are occasionally detected but none of a serious nature (illustration 11).  Jim Sheperd is EMOSS POC investigating these perturbations.

N16 (cont)

EMOSS engineers have prepared a special test proposed by the SBUV community to try and re-establish nominal performance of the SBUV diffuser.  This test is now scheduled to be executed out of stored commands on 16 July at 09:45Z.  Jim Walters is EMOSS POC.  A summary of the test follows:

-Move diffuser to decontamination mode [36 seconds]

-WAIT 70  Wait additional major frame to verify diffuser position

-Move diffuser to stow position

-WAIT 70  Wait additional major frame to verify diffuser position

-Execute position mode solar measurements sequence at 400 nm 4.5 minutes prior to terminator crossing.  

NOAA-17:
Test dumping of N17 commenced at Svalbard this week with all indications that the testing has been successful through the time of this publication.   N16 test consist of testing Svalbard ability to receive spacecraft dumps in support of the 

future IJPS project.  Angelique Riley and Carl Gliniak are EMOSS POC’s.  Ground network testing with Barrow is also ongoing.  These tests often result in lower quality data, which is expected at times.

ADACS performance is generally nominal on N17 (operating on only 2 gyros for a month).  Some small perturbations are occasionally detected but none of a serious nature (illustration 12).  Jim Sheperd is EMOSS POC investigating these perturbations.

According to EMOSS engineer Jon Woodward: “For part of the investigation on the single event upset TOARs on NOAA_17, we will be changing a CPU telemetry point for additional scrubber telemetry.  This point will replace one of the gyro 3 data points in the 1 second table.  We expect to make this change in the next couple of weeks”.  EMOSS engineer Jim Sheperd will work with Jonathon to ensure that the table can be quickly re-loaded with the gyro-3 telemetry in case the need to reactivate that component becomes necessary.

NOAA-N
No changes since previous report.

MISC:
EMOSS engineers continued regression testing CWS during the past reporting period.  There have been a number of problems discovered in the course of this testing, especially as it relates to pages.  The following table compiled by EMOSS POC Michelle Settles summarizes the EMOSS teams observations:  

Regression Tests Conducted by EMOSS Engineers:




Pass


Fail
Total = 91

Telemetry = 12


9


3

Command = 45


38


1

Pages = 18


13


5

Loading = 15


4


1

Output = 1


1


0

Completed = 75


65


10

Percentages


85%


15%

         CWS CCRs:


Pages on CWS:

IRs on CWS:
Total = 500 (and counting)

Total = 1956

Total = 722
NOAA-12 = 98


NOAA-12 = 223

Open = 396

NOAA-14 = 63


NOAA-14 = 261

Open Priority 1 = 22

NOAA-15 = 70


NOAA-15 = 273

Open Priority 2 = 74

NOAA-16 = 77


NOAA-16 = 334

Open Priority 3 = 157

NOAA-17 = 88


NOAA-17 = 295

Open Priority 4 = 39

NOAA-18 = 88


NOAA-18 = 313

Open Priority 5 = 13

    ALL Spacecraft = 16


NOAA-28 = 257

Regression Test Related IRs = 9
POES power subsystem engineer Andy Miller will be leaving the EMOSS contract on 15 July.  A search for 

his replacement has already begun.  Carl Gliniak will be Andy’s temporary replacement

Meetings supported by EMOSS engineers during the past reporting period included:  MOWG, TOAR Board, MHS/MIU Working group.  EMOSS engineers Jim Sheperd and Carl Gliniak are working on an N15 Rgyro test report to be included in the final report put out by NASA at a later date. 














































