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ALSO SEE: http://www.oso.noaa.gov/poesstatus/                         EMOSS

For changes or comments contact Jeff Devine 301-817-4020


POLAR Spacecraft Status As of: Tues, 22 Jun 04  16:00 EST

changes from last week in bold border)
	Subsystem/

Component
	NOAA-11H

DEACTIVATED

16 Jun 04

16:24:28Z
	NOAA-12D

AM: AN=1644Z

STIP data only
	NOAA-14J

AM: AN=1930Z

STIP data only
	NOAA-15K

AM: AN=1837Z

GAC data only
	NOAA-16L

PM: AN=1437Z

GAC&LAC data
	NOAA-17M

AM:  AN=2220Z

GAC&LAC data

	LAUNCHED 


	09/23/88
	05/14/91
	12/30/94
	05/13/98
	09/21/00
	6/24/02  

	CNTL OBP
	
	OBP2
	OBP2

 OBP1 inoperative
	OBP2


	OBP2


	OBP2

CPU1&2 Errr TOAR

	BUS
	
	B-BUS

XSU-1
	B-BUS

XSU2 (XSU1 inop)
	B-BUS

XSU-1
	B-BUS

XSU-1
	B-BUS

XSU-1

	BUS VETO
	
	NO
	NO
	NO
	NO
	NO

	ADACS

X=Yaw

Y=Roll

Z=Pitch 
	
	Nominal Mode

RGmode=Monitor
Gyro chans=XYZ


	Nominal Mode

Rgmode=Disabled

Gyro chans=XYZ

SS check Disabled when mode=YGC 
	Nominal Mode

Rgmode=Monitor

Gyro-3 Off 6/26/00 Gyro chans=AAB 

N2 Low PSI invalid
	Nominal Mode

Rgmode=Monitor

Gyro-3 Off 6/10/04

Gyro chans=AAA

Gyro3 TOAR 427
	Nominal Mode

Rgmode=Monitor
Gyro-3 Off 6/10/04
Gyro chans=AAB

Gyro3 TOAR 436

	RXO
	 
	PRI

BU random enables
daily bias+6.5 mS
	PRI

BU random enables daily bias–7.0 mS

-150 mSec Update replanned for  6/30 
	PRI
daily bias -8 mSec
	PRI

Daily Bias –5.5 mS 


	PRI

Daily Bias –3 mSec

added 125 mS 2/24

	CLOCK DIV
	
	2
	2
	2
	2
	2

	MIRP
	
	External Synch

Rephase Enabled
	External Synch

Rephase 0730 Daily
	External Synch Rephase 0730 daily
	External Sync

Rephase every orbit
	External Sync

Rephase Enabled

	TIP SIDE
	
	1
	1
	2

Since 4/24/03

Channels  224 -227 invalid TOAR 432
	1 

Analog telem drifting
	1



	DTRs
	
	3, 4, 5B 
Safestate- 1B plan change to 3B 9 Jun
	1, 2B, 3A, 5 Safestate- 1B


	1, 2, 3, 4 Safestate 1B EOT
	1,2,3,4A

Safestate 3A

4B TOAR 418 

(STIP only)
	1,2,3,4

Safestate=1B

DTR2-SSR

DTR5  TOAR 420

	VTX

(APT data)
	
	#1 ON

137.50 MHZ


	OFF      

Since 8/14/02 
	OFF

7 June –8 Jul 04

conflict with N12
	INOP

OFF since 11/15/00
	#2 ON

137.62 MHZ

	BTX
	
	#1

136.77 MHZ
	#2

137.77 MHZ
	#1

137.35 MHZ
	#1

137.35 MHZ
	#2

137.77 MHZ

	STX

#1=1698.0 mhz

#2=1702.5 mhz

#3=1707.0 mhz

#4=2247.5 mhz
	 
	1 – HRPT;

2,3 - Playback
	3 – HRPT

2, 1 – Playback
	1, 2, 3 - degraded; 

2 Omni–HRPT;

4- Playback 
	1 – HRPT;

2– Playback; 

4 – Playback

3 low power unused
	3 – HRPT    

TOAR424 low power

1&2 Playback
          4 – TIP

Svalbard tests

	POWER

(Array offset, charge and eclipse states, sun angle)


	
	ArrayOff -60
since 7/30/03
Eclipse Season 

Sun Angle at 38 steady trend 

Sun sensor shading

possible until 4/04
Batts 1&2=LRC

         V/T=4
	Array Off -55

Since 8/21/03
Eclipse all year

Sun Angle at 43 steady trend
Batts 1-3= LRC

Batts 1&3V/T=8/11

 Batt2 VT=9/11 )

Shunt Degraded 
	Array Off  -45

Since 1/25/01

Eclipse Season Peaked 15 June
Sun Angle 33 

steady trend

Batts 1-3= LRC

V/T=7/9
	Array  Off -40

Since 7/16/02

Eclipse all year

Sun Angle 65
Steady Trend

Batts 1-3= LRC

V/T=4/8
	Array Off. –40
Since 1/29/04

Eclipse all year

Sun Angle at 72

Steady trend

Batts 1-3= LRC
V/T= 4/8 

	 AVHRR
	
	Nominal


	INOP

Scan motor stalled

14 Apr 04
	Nominal

Rare Scan motor surges. Last 

Incident  8/9/03

On Watch List
	DEGRADED

Occasional erratic performance/quality 

TCE24 OFF 4/14 

Chan 3B only. 
	Nominal
3A-B switch enabled

	AMSU-A1


	
	
	
	ON

Ch14 inoperative

Ch11 inoperative


	ON
TOAR 415 on primary PLLO chans 9-14  bias shift.

TOAR 417 on Backup PLLO inop


	OFF/INOP

Since 10/30/03

Inoperable Red in status. Survival heat on.  


	AMSU-A2
	
	
	
	ON
	ON 
Space Position-2
	ON

	AMSU-B 
	
	
	
	ON

Bias in All Chans.  

Motor surges ,most recent 5/19/03

IPD Reports of degraded data on Channel-3 since 30 Apr 04
	ON 

Space Position-3

IPD reports channel 8 degradation
	ON

	HIRS
	
	INOP

Filter Wheel turned OFF 10/17/02.  Electronics On
	NOMINAL

Operational

Occasional loss of Fwheel synch
	VARIABLE

FW mode=Hi Powr
Frequent Filter  motor current spikes.  

FW Heater turned OFF  21 Apr
	NOMINAL

Filter Motor current improved performance since TCE24 turned OFF, 14 Apr

IPD Reports of excess noise in space view channels 21May04
	NOMINAL

1 Pixel cross track  misalignment .

	MSU
	
	INOP

Scan Motor OFF  since 3/12/03

Electronics ON.  
	ON

Scan motor and antenna problems
	
	
	

	SSU
	
	
	ON
	
	
	

	DCS
	
	ON
	ON
	ON
	ON

Nominal
	ON

Nominal

	SARR
	
	
	ON
	ON-A

All AGC Mode
Intermittent failures for 243MHz  A&B 
	ON-A

All AGC Mode

(B-side in FG mode)

243 MhZ INOPERATIVE.
	ON-A

Nominal 

All AGC Mode 


	SARP
	
	
	OFF

Failed Power Supply
	ON

Nominal

RCVR B/W = 2
	ON 

Nominal

RCVR B/W = 2 
	ON

Nominal

	SEM
	
	ON 

Elec-CH-HVPS=4

Prot-CH-HVPS=0


	ON 

Elec-CH-HVPS=0

Prot-CH-HVPS=0

1 of 4 Telescopes inoperative
	ON 

Nominal 

E-CDEM-HVPS=2

P-CDEM-HVPS=0
	ON

Nominal 

E-CDEM-HVPS=5

P-CDEM-HVPS=4
	ON

Nominal

E-CDEM-HVPS=2

P-CDEM-HVPS=3

	SBUV
	 
	
	Degraded

Flex memory 3 (giant step) ops suspended indefinitely on 12/2/03

Reduced operations  started 6/5/03
	
	ON
Degraded Ozone data reported TOAR 435
Primary & Backup diffuser =TOAR 426 and TOAR 433
Both have Antenna deploy problems

AMSU EMI causing erratic Behavior  in PMT cathod, range 3 
	ON 

Nominal

Anode Mode 


	SADPOS 


	
	
	
	N/A
	ON 

ENABLED  
MFactor =50%
	ON

ENABLED



	THERMAL

Heaters, louvers

TCE’s
	l
	Nominal
	Nominal
	TCE26 & 15H 

Telem invalid 

TOAR 432 

HIRS FW Heat OFF

TCE24L&25L (HIRS & AVHRR) failed 5/13/98

RCE thermostat failed 5/13/98


	Nominal

TCE24 OFF 4/14 (AVHRR H&L) 


	TCE3H Batt 2A heater failed ON, turned off 8/26/03  TOAR 428

AMSU-A1 survival heaters on 10/29/03 

	
	N11
	N12
	N14
	N15
	N16
	N17


COMMENTS/CHANGES:

NOAA-11 
For the second time in three years, EMOSS engineers in coordination with NOAA and NASA engineers successfully 

planned and executed the deactivation of a NOAA POES spacecraft.  On day 168 (6/16/04) at 1617z, the NOAA 11 (NOAA H) spacecraft was permanently deactivated. By implementing the command procedure N11END.  NOAA 11 was intentionally deactivated to free resources that will be necessary for the anticipated launch and continued operation of the NOAA-N (18) spacecraft.  NOAA 11 was launched 9/24/88, and had achieved 81125 Earth orbits before its mission was completed.  

The decommissioning team experienced two unanticipated events while implementing the deactivation using CP N11END.  First, while all three battery charge paths were nominally disconnected as planned, contrary to the results produced on the spacecraft simulator prior to the actual operation, the Battery-3 discharge path could not be disconnected from the spacecraft bus following the successful disconnection of battery-2’s discharge path.  In response to this situation, EMOSS engineers in charge of this operation (Andy Miller and Jon Woodward) directed the AET to transmit the battery-3 discharge disconnect command manually which also failed to produce a response.  (Note: Only two of the three battery discharge paths can be disconnected while all three battery charge paths can be.)  At that point, the engineers decided to disconnect battery 1 instead of 3 and directed the AET to manually send this command, which was successful in disconnecting that second battery’s discharge path.  A subsequent investigation revealed that on the HIJ series of spacecraft, batteries 2 and 3 discharge paths cannot be simultaneously disconnected and, since the simulator more accurately models KLM spacecraft, these results were not obtained prior to the actual operation.

The second unexpected event during the actual decommissioning operation involved turning off CPU-1.  At the end of the procedure, CPU 1 was to be turned off, followed by a command resetting CPU 2.  The first attempt to turn off CPU 1 returned the correct command verify words, but did not power down CPU 1 as simulations prior to the operation had predicted it would.  EMOSS engineers then directed that this command be manually retransmitted which resulted in the same outcome.  In response, EMOSS engineers directed that CPU 1 be reset instead of powered off in order to allow the deactivation sequence to continue.  The intention of the power off command was to prevent any Flight Software from running, but the reset command also achieved this result.  After the pass had ended, additional checking was done to verify that the command was correct, the spacecraft was in a configuration to accept it, and that the power did not turn off as expected.  All these items were verified as true.  Speculation now centers on the possibility that the power relay was stuck in a power on configuration and could not be commanded off.  EMOSS engineer Jon Woodward has written a TOAR on this incident in order to capture it for posterity.

At present, supports are expected to continue once per day until day 181 to provide further verification of successful deactivation.  At the time of this publication, no contact has been made with nor any signal observed from N11 since 16 June 16:24:28Z.  As to future archiving of N11 information, the operational documentation will remain available in the SOCC for 30 days after deactivation while telemetry and command databases will remain available on PACS until the end of 2004.  Finally the final 12 days of N11 History Archive Files (HAF’s) telemetry will be permanently retained on CD by EMOSS engineering with Jeff Devine being POC for re-loading these files into PACS as required.

Barring any unexpected incidents or new information regarding N11, this is the final time that N11 will appear in this weekly report or the attached status sheet.  An Event Report (SER-04-P393) has been generated by EMOSS engineers on this operation and is available on the G-drive.

NOAA-12
On 17 June the N12 command clock autonomously subtracted 500 mSecs an event which has become a feature on this 

spacecraft since daily clock bias adjustments were implemented late in 2003.  Every 76 days the clock will alternate between adding and subtracting this value.  EMOSS engineers will adjust the clock by +500 mSecs at the earliest opportunity (date still TBD).  Jim Sheperd is EMOSS POC. (See illustration in clock offset graphics section). 

NOAA-14:
Plans to update the N14 command clock by –150 mSecs have been re-scheduled for 30 June at 23:59Z.  Originally planned for 10 June, the operation had to be postponed because of SOMS software problems that have since been resolved.  Jim Sheperd is EMOSS POC.

NOAA-15:
N15 AMSU-B experienced one of its periodic scan motor current surges (with accompanying scan motor temperature 

increase) on 21 Jun at approximately 02:00Z.  There have been no reports of imagery degradation received by EMOSS on this event and the current has since returned back to nominal values (illustration 1)

The N15 AVHRR scan motor was nominal over the past week although the scan motor current appears to be trending ever so slightly upward recently.  Despite this minor change in operational profile, imagery from N15 AVHRR appears nominal and no reports of imagery problems have been received by EMOSS engineers (illustration 2).

N15 HIRS experienced one of its periodic filter motor current “mini” surges (with accompanying filter motor temperature increase) on 18 Jun at approximately 00:15Z.  There have been no reports of imagery degradation received by EMOSS on this event and the current has since retreated approximately half way back towards its origination value (illustration 3).

N15 (cont) 

The N15 eclipse season has reached its maximum darkness percentage with minimum orbital battery voltages now stabilized at approximately 21.7 volts, well above the undervoltage safing threshold.  Eclipse season should begin to wane shortly and will be completed on or about 25 June 2004 (illustration 4)

NOAA-16:
The N16 AVHRR scan motor current operated primarily in a range of values that would not result in bar coded imagery during the past reporting period.  During the few times that the scan motor current did rise to bar code threshold values, 

the time it spent there was relatively short lived and the rephase strategy now being used (enable once per orbit) was enough to “stave off” the bar codes until the scan motor current retreated back to more nominal values.  Therefore, for the entire reporting period there were no bar coded images on the N16 AVHRR, its component temperatures remained stable to slightly lower in trend and its synch delta was usually below the threshold where rephase enable operations results in an actual MIRP rephase (and lost payload data for other instruments).  TCE24 remains off with no plans to turn it back on any time in the near future.  (See illustrations 5-8)

Reports persist regarding the degradation of N16 HIRS space view channel imagery degradation.  However, HIRS health telemetry was relatively stable and nominal during the past reporting period (illustration 9). 

To reduce noise generated by an anomalous Gyro-3 on N16 that could affect attitude precision, Gyro-3 on N16 was turned off permanently, on 10 June.  N16 attitude control remained nominal before, during and after this operation.  EMOSS POC Jim Sheperd has produced an Event Report on the specifics of this operation as well as that of N17 which also had its gyro-3 turned off the same day.

EMOSS engineers have prepared a special test proposed by the SBUV community to try and re-establish nominal performance of the SBUV diffuser.  SOCC is awaiting a go-ahead by the Ball engineers who built this instrument before implementing this operation.  Jim Walters is EMOSS POC.

NOAA-17:
Like N16, to reduce noise generated by an anomalous Gyro-3 on N16 that could affect attitude precision, Gyro-3 on N17 was turned off permanently, on 10 June.  N17 attitude control remained nominal before, during and after this operation.  EMOSS POC Jim Sheperd has produced an Event Report on the specifics of this operation as well as that of N16 which also had its gyro-3 turned off the same day.


For only the third time since 27 July 2002, when statistics began to be compiled, there were no CPU errors scrubbed on N17 during the past week.

NOAA-N
While double checking a CCR from NASA EMOSS engineer Jon Woodward  found that the buffer 149 wiring in the 

NOAA-NN' CIU logic diagram had an old statement next to bit 8.  This bit is no longer an IMU state bit, but a Liftoff Occurred flag.  The error was confirmed with the NOAA-NN' CIU performance spec, and LMMS was informed so a correction could be made.

MISC:
EMOSS Payload Engineer William Kent has left the EMOSS contract and the Washington DC area.  Jim Walters is 

taking over Williams duties until a suitable replacement can be recruited and trained.
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Illustration 1:  N15 AMSU-B Health Analysis
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Latest N15 GAC 22 June at 11:00Z

Latest N15 HRPT 22 June at 11:00Z

Illustration 2:  N15 Health and Imagery Analysis
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Illustration 3:  N15 HIRS Health Analysis
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Illustration 4:  N15 Selected EPS Value Analysis

Note the slight uptrend in battery voltage that began recently as eclipse season has begun to wane
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Illustration 5:  N16 AVHRR Scan Motor Health Analysis

(An average week but no bar codes)
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Illustration 6:  N16 AVHRR Imagery Analysis 

(Bar codes absent throughout the week.)
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Illustration 7:  N16 AVHRR Synch Delta Analysis

(“Nominal” more times than not) 
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Illustration 8:  N16 AVHRR Thermal Analysis

(Stable and nominal with TCE24H&L Both Off)
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Illustration 9:  N16 HIRS Health Analysis

(Relatively stable.  Nothing to indicate why a problem has been noticed in space view channels)

Weekly N17 CPU Error Scrubs
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On 22 Dec between 18:24 and 19:01Z CPU errors were reported by telemetry at a substantially higher number (numbered in the hundreds) than appears above.  For purposes of brevity only the first and last errors during this possible anomalous situation are being reported.  A TOAR was submitted in response to this event.  On 8 Feb 04, a similar occurrence happened on CPU-2.  This re-occurred on CPU-2 on 8 May.  No effect on the spacecraft was apparent and this large number will not be included in future reporting on CPU errors. 
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POLAR SPACECRAFT TIP CLOCK ERROR

WEEK ENDING June 18, 2004

	DAY/DATE


	NOAA-11
	NOAA-12
	NOAA-14
	NOAA-15
	NOAA-16
	NOAA-17

	FRI.    06/11


	-1496 msec
	-051 msec
	+098 msec
	-030 msec
	+017 msec
	+003 msec

	SAT.   06/12


	-1426 msec
	-050 msec
	+098 msec
	-029 msec
	+018 msec
	+003 msec

	SUN.   06/13


	-1256 msec
	-051 msec
	+098 msec
	-029 msec
	+017 msec
	+003 msec

	MON.  06/14


	-1986 msec
	N/A
	+102 msec
	-031 msec
	+018 msec
	+003 msec

	TUE.   06/15


	-1816 msec
	N/A
	+105 msec
	-031 msec
	+016 msec
	+001 msec

	WED.  06/16


	-2046 msec
	-049 msec
	+105 msec
	-031 msec
	+021 msec
	+002 msec

	THU.   06/17
	Deactivated

6/16/06
	-549 msec

*
	+105 msec
	-032 msec
	+021 msec
	+002 msec


EMOSS POC for this chart is JIM SHEPHERD

NOAA-11  
DECOMISSIONED 6/16/2004
NOAA-12  
-500mSec drop on 17 June


Daily ETCUP bias of +6.5 mSec started on 12/10/03.  Offset fell 500mSecs on 17 Jan
NOAA-14:  
As of 1223/03 the TIP clock is corrected daily by –-7.0 msec to compensate for drift.



Subtracted 50 msec from spacecraft command on 23 Dec 03. 



PLAN TO SUBTRACT 150 mSecs on 30 June 
NOAA-15:  
As of 04/23/03 the TIP clock is corrected daily by –-8 msec to compensate for drift.



Added 100 msec to spacecraft command clock on 10 June 03.
NOAA-16:  
As of 12/23/03 the TIP clock is corrected daily by –5.5 msec to compensate for drift.



Subtracted 100 msec from spacecraft command clock on 23 Dec 03.
NOAA-17:  
As of 12/23/03 the TIP clock is corrected daily by –3 msec to compensate for drift.



Added 125 Msecs3 Feb 04.

The N12 TIP implements the daily 6.5 mSec clock update at the beginning of the 1HZ cycle following the flight software update command (issued on the 2HZ interrupt following the stored ETCUP command). The NOAA-12 flight software does not consider which half (which 2HZ) of the 1HZ cycle it is issuing the command.  Therefore, a 500 mSec change creeps in when the update moves from the first 2HZ in the 1HZ cycle to the second 2HZ or vice versa.  This alternating additional or subtraction of 500 mSecs will occur approximately every 77 days as long as 6.5 mSecs continue to be added each day to arrest clock drift.  This situation can be corrected in one of three ways:  First, send a command to add 500 mSecs back.  Second, wait 77 days from June 16 for the clock to add the 500 mSecs back, or third, patch the software to correct this problem. 


PACS DATA AVAILABILITY (%)

                                                                              June 11, 2004 through June 17, 2004

JDAY 163-169

	
	
	
	NOAA15
	*NOAA14
	*NOAA11
	NOAA16
	NOAA17

	Friday
	06/11
	163
	      100.0
	      
	
	100.0
	100.0

	
	
	
	
	
	
	
	

	Saturday
	06/12
	164
	   100.0
	       
	      
	100.0
	100.0

	
	
	
	
	
	
	
	

	Sunday
	06/13
	165
	       100.0
	   
	      
	100.0
	100.0

	
	
	
	
	
	
	
	

	Monday
	06/14
	166
	100.0
	
	
	100.0
	100.0

	
	
	
	
	
	
	
	

	Tuesday
	06/15
	167
	100.0
	      
	
	100.0
	100.0

	
	
	
	
	
	
	
	

	Wednesday
	06/16
	    168
	      100.0
	      
	     
	100.0
	99.6 (a)

	
	
	
	
	
	
	
	

	Thursday
	06/17
	169
	     99.0 (b)
	
	      
	       100.0
	98.8 (c)

	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	


*NOAA-11 and NOAA-14 excluded because they are only recording STIP data. This data is not recovered.

Comments:

(a) Rev 10287/F: G2A noisy; 99.7% recovered.

(b) Rev 31683/W: G4A noisy; 99.1% recovered 3DL 1PE.

(c) Rev 10297/F: G4B noisy; 91.4% recovered 15DL.

DTR Inf. (*):

NOAA-11
DEACTIVATED 6/16/2004  

NOAA-12
DTR 5A -Inoperative.



DTR 2A/B -Occasionally noisy and short

                             DTR 1A/B - Inoperative

NOAA-14
DTR 4A/B -Inoperative.



DTR 3B -Unreliable playbacks, Removed from operations.



DTR 2A -Inoperative, DOY/200

NOAA-15
DTR 5A/B - Inoperative

NOAA-16            DTR 5A/B -Inoperative

                             DTR 3A -safe state change 1B



DTR 4B –Inoperative 1/12/03

NOAA-17
DTR 5A/B-Inoperative 2/16/03 Anomaly

Acronyms:

DL – Drop lock(s)
PE - Parity Error(s)


DQR - Data Quality Report


BE - Bit Error(s)

DAR - Data Accountability Report

MFR - Multi-Function Receiver
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