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ALSO SEE: http://www.oso.noaa.gov/poesstatus/                         EMOSS-2

For changes or comments contact Jeff Devine 301-817-4020


POLAR Spacecraft Status As of: Tues June 21, 16:00 EST

(changes from last week in bold border)
	Subsystem/

Component
	NOAA-12D

AM: 1651=AN

STIP data only
	NOAA-14J

AM: 2039=AN

STIP data only
	NOAA-15K

AM: 1806=AN

GAC data only
	NOAA-16L

PM: 1441=AN

GAC&LAC data
	NOAA-17M

AM:  2225=AN

GAC&LAC data
	NOAA-18N
OV PM;  14:00=AN

APT/HRPT/GAC

	LAUNCHED 
	05/14/91
	12/30/94
	05/13/98
	09/21/00
	6/24/02  
	5/20/05 

	CNTL OBP
	OBP2
	OBP2

 OBP1 inoperative
	OBP2


	OBP2


	OBP2


	OBP2



	BUS
	B-BUS

XSU-1
	B-BUS

XSU2 (XSU1 inop)
	B-BUS

XSU-1
	B-BUS

XSU-1

XSU1 TOAR 444
	B-BUS

XSU-1
	B-BUS

XSU-1

	BUS VETO
	NO
	NO
	NO
	NO
	NO
	NO

	ADACS

X=Yaw

Y=Roll

Z=Pitch 
	Nominal Mode

RGmode=Monitor
Gyro chans=XYZ
	Nominal Mode

Rgmode=Disabled

Gyro chans=XYZ

SS check Disabled when mode=YGC 
	Nominal Mode

Rgmode=Monitor

Gyro-3 Off 6/26/00 Gyro chans=AAB 

N2 Low PSI invalid
	Nominal Mode

Rgmode=Monitor

Gyro-3 Off 6/10/04

Gyro chans=AAA


	Nominal Mode

Rgmode=Monitor
Gyro-3 Off 6/10/04
Gyro chans=AAB

Gyro-2 current spike under investigation
	Nominal Mode

Gyro-A  with MIMU

Z-wheel -Pitch 

TOAR 447

	RXO
	PRI

BU random enables
daily bias+6.5 mS
	PRI

BU random enables daily bias–7.0 mS 
	PRI
daily bias -8 mS

+100 mS  31Au04
	PRI

Daily Bias –5.5 mS

-100 mS  31Au04 
	PRI

Daily Bias –3 mS


	PRI

23 May

	CLOCK DIV
	2
	2
	2
	2
	2
	2

	MIRP
	External Synch

Rephase Enabled
	External Synch

Rephase 0730 Daily
	External Synch Rephase 0730 daily
	External Sync

Rephase each orbit
	External Sync

Rephase Enabled
	External Synch

Rephase Enabled

	TIP SIDE
	1
	1
	2

(since 4/23/03)

3 Channels inop
	2

since 4/18/05
	1

Analog telem drifting
	1

	DTRs
	3A, 4, 5B 
Safestate 5B


	1, 2B, 5 Safestate- 1B


	1, 2, 3, 4 Safestate 1B EOT
	1,2,3,4A

Safestate 3A

4B STIP only
	1,2,3,4

Safestate=1B

DTR2-SSR
	1,2,3,4,5

All solid state digital.

Current spikes  under investigation

	VTX

(APT data)
	#1 ON

137.50 MHZ
	OFF

Since 8/14/02 
	#1 ON
137.50 MHZ
	INOP

OFF since 11/15/00
	#2 ON

137.62 MHZ
	#2 ON

137.9125 MHZ

	BTX
	#1

136.77 MHZ
	#2

137.77 MHZ
	#1

137.35 MHZ
	#1 OFF

137.35 MHZ
	#2 ON

137.77 MHZ Corrected last week
	#2
137.77 MHZ

	STX

#1=1698.0 mhz

#2=1702.5 mhz

#3=1707.0 mhz

#4=2247.5 mhz
	1 – HRPT;

2,3 - Playback
	3 – HRPT

2, 1 – Playback
	2-Omni HRPT

Power drop 

TOAR 446

4-Playback

1,2,3-Degraded
	1 – HRPT;

2– Playback; 

4 – Playback

3 low power unused
	3 – HRPT    

TOAR424 low power

2 & 4 Playback
1-Standby 

STX-1 output power drop TOAR 443. 
	1 - HRPT

2&3  Playback

STX1&2 swap assignments planned 28June
4-Standby (AIP turned off 9 Jun

	POWER

(Array offset and CANT angle, charge & V/T rates, eclipse states and sun angle) 
	ArrayOff +50
since 8/31/04

Eclipse season 21Apr-17Aug

SA offset  Reconfig planned for 6/23/05

Sun Angle 37 peak reached 21 June 

Batts 1&2=LRC

V/T=4 

Shunt degraded

SA CANT=37 degs
	Array Off -55

Since 8/21/03
Eclipse all year

Sun angle 51

 Steady trend 

Batts 1-3= LRC

Batts 1&3V/T=7/11

 Batt2 VT=8/11 

SS trigger =18.98 

Shunt Degraded 

SA CANT=22 degs
	Array Off  -45

Since 1/25/01

Eclipse Season started 16 May

Sun Angle 32, peak reached 6/20 

Batts 1-3= LRC

V/T=7/9

SA CANT=37 degs
	Array  Off -40

Since 7/16/02 

Eclipse all year

Sun Angle 58
Steady trend

Batts 1-3= LRC

V/T=4/8

SA CANT=22 degs
	Array Off. –40
Since 1/29/04

Eclipse all year

Sun Angle at 70
Steady trend
Batts 1-3= LRC
V/T= 4/8 
SA CANT=37 degs
	Array Off. -40

Since 6/6/05

Eclipse all year

Batts 1-3=LRC

Batts 1-3 V/T=4/8

SA CANT=22

PSSS enabled 30May

	AVHRR
	Nominal


	INOP

Scan motor stalled

14 Apr 04
	Nominal

Rare major scan motor surges. Last 

Incident  11/18/04
	Operational

TCE24 OFF 4/14/04

Elevated scan motor currents.  Frequent  Image Wave patterns and MIRP rephases

Channel  3B only. 
	Nominal
3A-B switch enabled
	Nominal

All channels on

Channel 3B only

3A-B switch disabled



	AMSU-A1


	
	
	Operational

Ch14 inoperative

Ch11 inoperative


	Operational
Primary PLLO chans 9-14  bias shift.

Backup PLLO inop.

Channel 9-14 noise 
	OFF/INOP

Since 10/30/03

Survival heat on.  
	Nominal

Space view 1

Since 6/7/05

	AMSU-A2
	
	
	Nominal
	Nominal
Space Position-2
	Nominal
	Nominal

Space  view-2

since 6/08/05 

	AMSU-B
	
	
	Operational

Bias in All Chans.  

Motor surges most recent 11/14/04

IPD Reports of degraded data on Chan-3 since 4/30
	Operational 

Space Position-3

IPD reports channel 8 degradation
	Nominal


	Replaced by MHS

	HIRS
	ON / INOP

Turned on  8/30/04

For power balance

Plan turnoff 23 June

Filter Wheel turned OFF 10/17/02.  
	NOMINAL

Operational

Occasional loss of Fwheel synch
	INPROVED

Upgraded to Yellow status 

16 May 05

FW Abrupt return to nomial at 09:00Z

TOAR 445 open

FW mode=Hi Powr

FW Heater OFF  
Frequent Filter 
	Operational

High levels of imagery radiometric noise 

TOAR 441 open

Occasional major FM surges, most recent

12/9/04
	NOMINAL

1 Pixel cross track  misalignment .
	ON

TOAR 448 

Noise in long wave channels 1-12



	MHS/MIU
	
	
	
	
	
	Nominal

Final config on 6/4 Now Operational

	MSU
	ON / INOP

On For power balance Scan Motor

Plan turnoff 23 Jun

 OFF  since 3/12/03
	Operational

Scan motor and antenna problems
	
	
	
	

	SSU
	
	Nominal
	
	
	
	

	DCS
	Nominal
	Nominal
	Nominal
	Nominal
	Nominal
	ON

DRU’s 1-7 On

DRU-8 TOAR 449 turned off 6/13 

	SARR
	
	Nominal
	Operational

A-Side, AGC Mode

Intermittent failures for 243MHz  A&B 
	Operational

Switched back  to mode AA 

26Apr05 14:10Z

A-side, AGC Mode

(B-side in FG mode)

243 MHz = INOP.
	Nominal

A-side

All AGC Mode 
	ON

B-Side

Since 23 May

All AGC’s disabled 17 Jun. FIX’d Mode ops

	SARP
	
	OFF

Power Failure
	Nominal

RCVR B/W = 2
	Nominal

RCVR B/W = 2 
	Nominal
	ON

A-side  23 May

All DRU’s on

	SEM
	ON/Nominal

Turned on 8/30/04 

Elec-CH-HVPS=4

Prot-CH-HVPS=0
	Operational 

Elec-CH-HVPS=0

Prot-CH-HVPS=0

1 of 4 Tscopes inop
	Nominal

E-CDEM-HVPS=2

P-CDEM-HVPS=0
	Nominal 

E-CDEM-HVPS=5

P-CDEM-HVPS=4
	Nominal

E-CDEM-HVPS=2

P-CDEM-HVPS=3
	ON

Turned on  

6 June at 14:05z

	SBUV
	
	Degraded

Grate  motor sticks 

Flex memory 3 (giant step) ops suspended 12/2/03

Reduced operations  
	
	Operational
Degraded Ozone data 

Backup Diffuser inop

Primary Diffuser deployment problem TOAR 426 

AMSU EMI causing erratic Behavior  in PMT cathod, range 3 
	Nominal

Anode Mode 

Plan sweep mode Standard Ops Procedure change

starting 17 May


	ON

Turnon completed 27 May 

Flex memory discrepancies resolved OV  testing continues

	SADPOS 


	
	
	N/A
	ON 

Enabled MFactor50%

Timer = 12 mins 
	ON

ENABLED

Timer = 12mins 
	ON

Enabled

	THERMAL

Heaters, louvers

TCE’s
	Nominal

TCE’s back to nominal configuration following 7/25/04 UVtrip.  
	Nominal
	TCE26 & 15H 

Telem invalid 

TOAR 432 

HIRS FW Heat tuned ON 17 Apr and OFF on 18 Apr

TCE24L&25L (HIRS & AVHRR) failed 5/13/98

RCE thermostat failed 5/13/98
	Nominal

TCE24 OFF 4/14 (AVHRR H&L)

HIRS Filter heater turned OFF 1/18/05


	TCE3H Batt 2A heater failed ON, turned off 8/26/03  TOAR 428

CLOSED 9/14/04 no corrective action possible.

AMSU-A1 survival heaters on 10/29/03 
	All TCE’s active

	
	N12
	N14
	N15
	N16
	N17
	N18


COMMENTS/CHANGES:

NOAA-12
As the spacecraft eclipse season approaches its maximum percentage darkness per orbit (expected on or about 22 June) 

the battery voltage lows continue to fall.  Conversely, at the present time, while in sunlight, the shunts are working at “pegged capacity”, which introduces the possibility that a bus OVER voltage situation could develop (as it once did on N14), a situation with even more serious implications than a possible battery undervoltage trip.  EMOSS engineers have proposed alleviating both concerns on the same pass by first turning off two inoperative payloads that are currently used for power balance (MSU and HIRS).  This should ensure that battery voltages remains above the 18.96 volt Power Survival Safestate threshold through each eclipse orbit and reduce concerns about any inadvertent undervoltage trips (as occurred on July of 2004).  On the other hand, turning off the payloads will introduce additional loads for the shunts to dissipate, something they no longer appear capable of performing.  Therefore, the solar array offset will be increased by 10 degrees (to +60 from +50) which will reduce power generation and lessen the load that the shunts will be required to dissipate.  The N12 eclipse season should begin to wane within the next 2 weeks which will then lessen concerns about undervoltage trips.  Once a steady increasing trend in the minimum (discharged)  battery voltage value is apparent, the MSU and HIRS loads will be added back onto the power bus at which time shunt loading analysis will be conducted to ascertain if the solar array offset should be reduced to maintain adequate charge state and reduced shunting.  Carl Gliniak is the EMOSS POC for these operations which are planned for implementation on 23 June.  

NOAA-14:
Spacecraft is operating nominally and power subsystem remains stable and above safe state threshold values as the 

percentage darkness time per orbit has stabilize at or slightly below 20% darkness per orbit which will be sustained for the remainder of the year.   Otherwise there were no changes to N14 during the past reporting period.

Discussions are ongoing regarding the TBUS replacement of N14 with N18 no changes have yet been implemented.

NOAA-15:
The N15 AMSU’s were all generally stable and nominal during the past week (illustration 1) as was the N15 AVHRR and the HIRS (illustration 2).  N15 continues progressing nominally through its eclipse season (illustration 3) which will soon reach peak darkness per orbit (estimated to be 23 June). No power subsystem reconfigurations are expected.  There has been no change to the STX-2 situation on N15 which experienced a significant drop on 27 May.  The transmitter continues to transmit HRPT data at approximately 5.5 watts down from the previously nominal 7.5 watts.  EMOSS engineers have seen no indication of HRPT imagery degradation as a result of this event nor have any HRPT user complaints been received.   Finally, the N15 ADACS performed nominally during the past week (illustration 4).

NOAA-16:
The N16 AMSU’s continue performing nominally, from an engineering perspective (illustration 5) although AMSU 

product quality is not known at the current time.  The N16 AVHRR scan motor current continued its slow increase into higher mean values for the tenth week in a row (illustration 6) with synch delta values “pegging out” on a continuous basis (illustration 7).  Each orbit, over the South Pole, the MIRP rephases because of these high synch deltas thus losing a frame of data as it resets the value.  However, within minutes (a degradation from last week), the value is again pegged and requiring reset.  EMOSS analysis of AVHRR imagery (illustration 8) shows the effects of this situation with nearly every GAC image continuing to lose a frame of data over the South Pole and nearly every HRPT image continuing to exhibit wave patterns.  Unless a scan motor current trend reversal occurs soon, it appears that bar coded imagery may result within the next 3 weeks.

The N16 HIRS was stable and nominal last week (illustration 9) although some channels have been reported to be experiencing radiometric noise.  The N16 ADACS was also nominal and stable during the past week (illustration 10).

NOAA-17:
Using the Greta analysis process, EMOSS engineers detected a possible anomaly of the N17 Attitude Control 

Subsystem.  On June 16 2005 at 07:52z, , the NOAA-17 gyro#2 spin motor current suddenly increased by about 9 milliamps an unprecedented, yet “unflagged” increase for a KLM spacecraft. On the positive side, there was no indication of uncharacteristic performance prior to the event, and apparently no diminished performance afterward. The gyro rate outputs have not been affected, the yaw update values have not changed significantly and the gyro appears to be functioning nominally since the event (albeit at these higher levels). The IMU block temperature increased slightly for a short time after the event due to the increased motor current, but was returned to nominal level by the TCA (illustrations 11 & 12).

Although the performance of the gyro at the present time seems normal, the sudden change in spin motor current may be indicative of an unhealthy gyro. If the gyro performance is beginning to degrade it could possibly cause damage and loss of the remaining gyros. Gyro #3 was turned off on June 10th 2004 to prevent possible damage to the other two gyros, which is the recommended procedure. Therefore, by extrapolation, if Gyro-2 is also degraded it should also be turned off.  Such a reconfiguration would result in the loss of Yaw information and would require the spacecraft to be permanently configured to YGC-Rgyro attitude control mode which could possibly impact pointing precision.  Otherwise, if gyro-2 is left on in a degraded state and causes damage to the final good gyro (#1) it could necessitate the turnoff of all 3 gyro’s and the implementation of gyroless software, which is available on N17 but has never been tested on orbit with any POES spacecraft.   Therefore, its performance characteristics and how it will impact the N17 mission are largely unknown.  EMOSS is continuing a close watch on this gyro’s activity.  The current gyro configuration on 

N17 is as follows: Gyro#1: Y axis (Roll) Channel-A, Gyro#2: X axis (Yaw) Channel-A and Z axis (Pitch) Channel-B.  Gyro #3 anomalous, powered off.  EMOSS has proposed that NOAA continue close examination of gyro#2 for additional spin motor or other characteristic changes.  That they convene a tiger team to further analyze the implications of this situation and determine possible responses.  That they approve an operation to obtain high speed dwell data of gyro#2 spin motor current for analysis and that they consider testing gyroless software on N15 as soon as practical.  Jim Sheperd is EMOSS POC for this investigation and has written and distributed Event Report SER 05-P442.  A TOAR is also under consideration at this time.

NOAA-18:
The first three TOARS of the N18 mission were submitted by NASA engineers last week (all of which have been 

discussed in previous weekly reports) while OV operations testing  and reconfigurations continued under NASA direction with NOAA operational responsibility.  The first TOAR (447) addresses the problem of excessive, out-of-family attitude control system noise on the pitch axis.  This has resulted in commanding of the pitch reaction control wheel that is usually active in frequency and amplitude in response to unknown stimulus by the MIMU in the new Inertial Measurement System.  This situation is considered a minor impact to the mission.  The second TOAR (448) addresses the noise that is appearing in all the HIRS long wave channels (1-12).  The Noise Equivalent Radiance values (NEDN) was initially as much as 5 times the spec value although there has been some indication that this has been reduced in the past week.  The excessive noise makes HIRS data unusable for product generation and is considered a substantial impact on the mission.  Finally, TOAR 449 highlights the problem of the DCS Data Recovery Unit #8 which was turned on 27 May but was determined to be less than nominal because it was not properly processing messages.  This situation is considered a negligible impact on the mission as a whole.  In response the DRU-8 was turned off on 13 June and has remained that way ever since.  One other subsystem was showing signs of less than perfect behavior: several DDR were showing large current spikes, usually while transitioning fro darkness into daylight.  No TOAR has been generated on this situation at this time. Otherwise the spacecraft is performing nominally at this time (illustrations 15-21).

OV operations that have been completed since the previous report are as follows: 



DATE
    TIME    OPERATION

6/17/2005   16:55    Disable SARR Side B 121 MHZ receiver AGC's disabled.  Fix'd mode operations


6/17/2005   16:56    Disable SARR Side B 243 MHZ receiver AGC's disabled.  Fix'd mode operations


6/17/2005   16:57    Disable SARR Side B 406 MHZ receiver AGC's disabled.  Fix'd mode operations


6/20/2005   21:40    HIRS OV Testing: Park at Warm Target


6/20/2005   23:25    HIRS OV Testing: Full Scan


6/21/2005   13:10    HIRS OV Testing: Park at Cold Target


6/21/2005   14:55    HIRS OV Testing: Full Scan


SBUV testing out of stored command also continued during the past week and will continue this week as well (Jdays 172, 174, 176, 178180, 181, 182, and 183) all out of stored commands.  (Refer to Procedure 050620-1505:  NOAA-18 SBUV Activities J172-183.)   On 17 June, during one test, the cal lamp was inadvertently turned off and left off by stored commands and had to be commanded back on.  According to Tina Baucom the following is what occurred:  “During the N18 SBUV diffuser decontamination sequence which was performed out of the SCT over the weekend, the calibration lamp heater was inadvertently left off.  It is typically ON all of the time.  As a result, the lamp temperature dropped from ~55 deg to ~15 deg.  There were a couple of indications to the crews:  yellow limits were violated and there was a miscompare on the lamp heater status.   Ball Aerospace engineers were contacted and stated that the 'low' temperature shouldn't be a health and safety problem, but could result in lamp stability issues.  Luckily the lamp sequences were completed prior to the heater being turned off.  Matt and his group will look carefully at the data from the last couple of days to make sure that the science data wasn't corrupted.  Matt Garhart is also aware.  Meanwhile, the heater was turned back on at 18:05z on 20 June after which thermal values returned back to nominal.  It appears that this situation did not impact the N18 mission.  

Because of projected frequent and planned RF conflicts with N16, N18 will have its STX assignments swapped on 28 June.  The swap will entail making STX-3, currently a playback STX, into the HRPT transmitter and reassigning STX-1, the current HRPT transmitter (also true of N16) to playback operations.   Additional transmitter re-assignments for a variety of spacecraft and transmitter types are planned for August of 2005.  Will Chadwick is EMOSS POC for these operations.
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Illustration 1:  N15 AMSU’s Analysis:

(Nominal and stable)
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Illustration 2:  N15 AVHRR & HIRS Analysis

(Nominal and stable.)
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Illustration 3:  N15 Power Analysis 

(Nominal and stable as max eclipse approaches.)
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Illustration 4:  N15 ADAC’s Analysis 
(Nominal, stable)
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Illustration 5:  N16 AMSU’s Analysis

 (Stable and nominal)
[image: image10.png]o5 N16 AVHRR Scan Motor & Baseplate temps 10-20 June 05

15,
160 162 164 JDAY 166 168 170 172

N16 AVHRR Scan Motor Current 10-20 June 05

320 : : ‘
5 [ [=navhwTr 5 5

260

240

8¢9 162 164 166 168 170 172





Illustration 6:  N16 AVHRR Analysis
(A little worse for the 10th week in a row.  Closing in on a very negative value)
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Illustration 7:  N16 Synch Delta Analysis

(Significantly worse that any other time this year.  Value is “pegging out” almost immediately after rephase occurs over South Pole, before another pass can occur resulting in a horizontal line instead of the up and down vertical lines from previous weeks. )
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Illustration 8:  N16 AVHRR Imagery Analysis

(About the only aspect of N16 AVHRR performance that hasn’t worsened.  Still rephasing each orbit and still experiencing wave patterns but no bar codes, yet.)
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Illustration 9:  N16 HIRS Health Analysis

(Nominal and stable)
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Illustration 10:  N16 ADACS Health Analysis 

(Nominal and stable) 
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Illustration 11:  N17 Gyro motor current surge and its collateral effects.

(An unprecedented surge.  A harbinger of future problems? Under investigation.) 
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Illustration 12:  N17 ADACS Long term Analysis

(No indication that the surge was imminent.)
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Illustration 13:  N17 AMSU Analysis

 (The remaining two AMSU’s continue to be nominal and stable)
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Illustration 14:  N17 AVHRR & HIRS Health Analysis

(Nominal and stable)
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Illustration 15:  N18 AMSU’s Health Analysis

(Nominal and stable)
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Illustration 16  MHS Health Analysis (data source =ABE)

 (Generally stable)
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Illustration 17:  N18 HIRS Analysis.

(Stable and nominal, from an engineering perspective.  From a products perspective….see TOAR 448)
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Illustration 18:  N18 SARR Analysis (data source = ABE).

(Stable and Flat since disabling AGC mode)
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Illustration 19:  N18 Power Analysis

(Nominal and stable)
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Illustration 17:  N18 DDR Currents & STX Power

(DDR’s continue to spike, although less than the previous week.)

Illustration 20:  N18 DDR Current Analysis

(Improved from previous weeks)
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Illustration 21:  N18 Reaction wheel Health Analysis

(Similar to previous week, see TOAR 447)

N17 MEMORY SCRUB REPORT

Last week.    
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POLAR SPACECRAFT TIP CLOCK ERROR

WEEK ENDING June 17, 2005

	DAY/DATE


	NOAA-12
	NOAA-14
	NOAA-15
	NOAA-16
	NOAA-17
	NOAA-18

	FRI.    06/10


	-750 msec
	+197 msec
	-190 msec
	  +111 msec
	+055 msec
	-095 msec

	SAT.   06/11


	-751 msec
	+197 msec
	-191 msec
	  +111 msec
	+056 msec
	-091 msec

	SUN.   06/12


	-750 msec
	+197 msec
	-191 msec
	  +111 msec
	+055 msec
	-090 msec

	MON.  06/13


	-752 msec
	+197 msec
	-193 msec
	  +111 msec
	+057 msec
	-088 msec

	TUE.   06/14


	-754 msec
	+199 msec
	-193 msec
	  +112 msec
	+055 msec
	-087 msec

	WED.  06/15


	-755 msec
	+200 msec
	-198 msec
	  +111 msec
	+057 msec
	-086 msec

	THU.   06/16


	-755 msec
	+205 msec
	-196 msec
	  +112 msec
	+057 msec
	-084 msec


EMOSS POC for this chart is JIM SHEPHERD

NOAA-14:  As of 12/23/03 the TIP clock is corrected daily by –7.0 msec to compensate for drift.

NOAA-15:  As of 04/22/03 the TIP clock is corrected daily by –8.0 msec to compensate for drift.

NOAA-16:  As of 12/23/03 the TIP clock is corrected daily by -5.5 msec to compensate for drift.

NOAA-17:  As of 12/23/03 the TIP clock is corrected daily by –3.0 msec to compensate for drift.

NOAA-12:  As of 12/10/03 the TIP clock is corrected daily by +6.5 msec to compensate for drift.

 *    A clock jump of +500 milliseconds on 01/31/05 due to fractional second daily ETCUP. A clock 

jump of +500 milliseconds on 04/17/05 due to fractional second daily ETCUP. Alternating +/-

500 millisecond clock jumps will ccur at 76-day intervals as long as fractional second daily 

ETCUP is utilized to manage clock drift. The next +500 millisecond jump is expected on 07/02/05.

POES Engineering Contact List

Government

Renee Smith-Dearing  NOAA POES Constellation Lead 

301-817-4117

Dong Han:  NOAA, POES Payloads



301-817-4127

Micky Fitzmaurice:  NOAA, POES Bus, IJPS
 
    
301-817-4016

Nicolaie Todirita (Todi): NOAA Ground Systems


301-817-4229

EMOSS-2 Contractor

Jeff Devine: EMOSS POES Lead
 



301-817-4020

Jim Walters:  EMOSS, POES Payload Engineer


301-817-4033

Carl Gliniak, EMOSS POES Power and Thermal 


301-817-4207

Jim Sheperd, EMOSS POES Attitude Control


301-817-4030

Jon Woodward EMOSS, POES Flight Software C&CS

301-817-4019

Sally House EMOSS POES Payloads 



301-817-4026

William Chadwick EMOSS, POES Comm and DHS


301-817-4015



















































































































