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-46.84758772

-0.117888613

Daily ETCUP set to   +6.5 mSecs 

12/10/03

Drift Today

-1.197184489

Clock update +1000 mS 10/17/03

CURRENT AVE OFFSET

Ave daily drift since 1 Jan 2004 

*

N14

74.47701246

0.57701155

Daily ETCUP set to   -7.0 mSecs 

12/23/03

Drift Today

2.914813623

Clock update -50ms 12/23/03

CURRENT AVE OFFSET

Ave daily drift since 1 Jan 2004

 

N15

-15.45931801

-0.3456606

Daily ETCUP set to   -8 mSecs 4/22/03

Drift Today

-1.789685927

Clock update +100ms 6/10/03

CURRENT AVE OFFSET

Ave daily drift since 1 Jan 2004 

 

N16

4.152803608

0.169027738

Daily ETCUP set to   -5.5 mSecs 

12/23/03

Drift Today

0.87916755

Clock update -100ms 12/23/03

CURRENT AVE OFFSET

Ave daily drift since 24Feb04 Update

 

N17

11.06910966

-0.500958931

RXO swapped JDAY 183. ETCUP to  -3 

Msec 12/23/03

Drift Today

-0.596906627

Clock update +125ms 2/24/04

* omits the 500 mSec jump of 3 Apr 04
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ALSO SEE: http://www.oso.noaa.gov/poesstatus/                         EMOSS

For changes or comments contact Jeff Devine 301-817-4020


POLAR Spacecraft Status As of: Tues, 11 May 04  16:00 EST

changes from last week in bold border)
	Subsystem/

Component
	NOAA-11H

PM: AN=2304Z

STIP data only
	NOAA-12D

AM: AN=1644Z

STIP data only
	NOAA-14J

AM: AN=1930Z

STIP data only
	NOAA-15K

AM: AN=1837Z

GAC data only
	NOAA-16L

PM: AN=1437Z

GAC&LAC data
	NOAA-17M

AM:  AN=2220Z

GAC&LAC data

	LAUNCHED 


	09/23/88

Decommission 
Date 19May04
	05/14/91
	12/30/94
	05/13/98
	09/21/00
	6/24/02  

	CNTL OBP
	OBP2
	OBP2
	OBP2

 OBP1 inoperative
	OBP2


	OBP2


	OBP2

CPU1&2 Errr TOAR

	BUS
	A-BUS

XSU-1
	B-BUS

XSU-1
	B-BUS

XSU2 (XSU1 inop)
	B-BUS

XSU-1
	B-BUS

XSU-1
	B-BUS

XSU-1

	BUS VETO
	NO
	NO
	NO
	NO
	NO
	NO

	ADACS

 
	RGYRO Mode
(Y, Z-Gyros Failed)  Reduced Gyro S/W. 

X &S gyros only
	Nominal Mode

Since 2 Apr
Gyro chans=XYZ

RGmode=Monitor 
	Nominal Mode

Rgmode=Disabled

Gyro chans=XYZ

SS check Disabled when mode=YGC 
	Nominal Mode

Rgmode=Monitor

Gyro-3 Off/Anom 

Gyro chans=AAB

N2 Low PSI invalid
	Nominal Mode

Rgmode=Disabled

Gyro chans=AAA

Gyro3 deselected 

Gyro3 TOAR 427
	Nominal Mode

Rgmode=Disabled

Gyro chans=AAB

Deselect Gyro3  TOAR 436  

	RXO
	PRI

BU random enables

bias +70mS: OBPC 
	PRI

BU random enables
daily bias+6.5 mS
	PRI

BU random enables daily bias–7.0 mS
	PRI
daily bias -8 mSec
	PRI

Daily Bias –5.5 mS 


	PRI

Daily Bias –3 mSec

added 125 mS 2/24

	CLOCK DIV
	2
	2
	2
	2
	2
	2

	MIRP
	ON
	External Synch

Rephase Enabled
	External Synch

Rephase 0730 Daily
	External Synch Rephase 0730 daily
	External Sync

Rephase 0430Z  daily +4 manual rephases
	External Sync

Rephase Enabled

	TIP SIDE
	1
	1
	1
	2

Since 4/24/03

Channels  224 -227 invalid TOAR 432
	1 

Analog telem drifting
	1



	DTRs
	1A, 2B, 3, 4A Safestate - 2B,
	1A, 3, 4, 5B 

Safestate- 1B

1B  Taken out of service 6 Apr

1A degraded
	1, 2B, 3A, 5 Safestate- 1B


	1, 2, 3, 4 Safestate 1B EOT
	1,2,3,4A

Safestate 3A

4B TOAR 418 

(STIP only)
	1,2,3,4

Safestate=1B

DTR2-SSR

DTR5  TOAR 420

	VTX

(APT data)
	OFF
	#1 ON

137.50 MHZ
	OFF      

Since 8/14/02 
	#1 ON
137.50 MHZ
	INOP

OFF since 11/15/00
	#2 ON

137.62 MHZ

	BTX
	#2

137.77 MHZ
	#1

136.77 MHZ
	#2

137.77 MHZ
	#1

137.35 MHZ
	#1

137.35 MHZ
	#2

137.77 MHZ

	STX

#1=1698.0 mhz

#2=1702.5 mhz

#3=1707.0 mhz

#4=2247.5 mhz
	 3 – TIP 

 1,2 - Playback
	1 – HRPT;

2,3 - Playback
	3 – HRPT

2, 1 – Playback
	1, 2, 3 - degraded; 

2 Omni–HRPT;

4- Playback 
	1 – HRPT;

2– Playback; 

4 – Playback

3 low power unused
	3 – HRPT    

TOAR424 low power

1&2 Playback
          4 – TIP

Svalbard tests

	POWER

(Array offset, charge and eclipse states, sun angle)

Solar Eclipse

19 April  12:00-15:00Z

No impacts
	Array Off  -30

Since 6/19/02

Eclipse all year

Sun angle 82

Topped out 

Batts1,2,3=LRC
VT1,2=6/8

VT3 = 8/11

Charge state safe

trip disabled
	ArrayOff -60
since 7/30/03
Eclipse Season started 21 Apr

Sun Angle at 31  uptrend to 38 
Sun sensor shading

possible until 4/04
Batts 1&2=LRC

         V/T=4
	Array Off -55

Since 8/21/03
Eclipse all year

Sun Angle at 38 

up trend to 43 
Batts 1-3= LRC

Batts 1&3V/T=8/11

 Batt2 VT=9/11 )

Shunt Degraded 
	Array Off  -45

Since 1/25/01

FULL SUN

Start Eclipse Season 10 May

Sun Angle 26 

uptrend to 32

 mid June

Batts 1-3= LRC

V/T=7/9
	Array  Off -40

Since 7/16/02

Eclipse all year

Sun Angle 60
Steady Trend

Batts 1-3= LRC

V/T=4/8
	Array Off. –40
Since 1/29/04

Eclipse all year

Sun Angle at 70

uptrend  to 72 in May

Batts 1-3= LRC
V/T= 4/8 

	 AVHRR
	INOP
Failed power supply.  Off  since 1994
	Nominal

Yaw bias eliminated since Nominal mode
	INOP

Scan motor stalled

14 Apr 04
	Nominal

Rare Scan motor surges. Last 

Incident  8/9/03

On Watch List
	DEGRADED

Frequent bar code imagery, scan motor erratic, SD pegged. 

TCE24 OFF 4/14 

Chan 3B only. 
	Nominal
3A-B switch enabled

	AMSU-A1


	
	
	
	ON

Ch14 inoperative

Ch11 inoperative


	ON
TOAR 415 on primary PLLO chans 9-14  bias shift.

TOAR 417 on Backup PLLO inop
	OFF/INOP

Since 10/30/03

Inoperable Red in status. Survival heat on.  TOAR 431 closed 5/4/04


	AMSU-A2
	
	
	
	ON
	ON 
Space Position-2
	ON

	AMSU-B 
	
	
	
	ON

Bias in All Chans.  

Motor surges, most recent 2/16/03

IPD Reports of degraded data on Channel-3 since 30 Apr 04
	ON 

Space Position-3

IPD reports channel 8 degradation
	ON

	HIRS
	OFF

Filter Wheel Failed
	INOP

Filter Wheel turned OFF 10/17/02.  Electronics On
	NOMINAL

Operational

Occasional loss of Fwheel synch
	VARIABLE

FW mode=Hi Powr
Filter wheel performance improved.  

FW Heater turned OFF  21 Apr
	NOMINAL

Filter Motor current improved performance since TCE24 turned OFF, 14 Apr
	NOMINAL

1 Pixel cross track  misalignment .

	MSU
	INOP

OFF, Antenna Failed
	INOP

Scan Motor OFF  since 3/12/03

Electronics ON.  
	ON

Scan motor and antenna problems
	
	
	

	SSU
	ON
	
	ON
	
	
	

	DCS
	ON
	ON
	ON
	ON
	ON

Nominal
	ON

Nominal

	SARR
	ON 

Low signal
	
	ON
	ON-A

All AGC Mode
Intermittent failures for 243MHz  A&B 
	ON-A

All AGC Mode

(B-side in FG mode)

243 MhZ INOPERATIVE.
	ON-A

Nominal 

All AGC Mode 


	SARP
	ON

Nominal
	
	OFF

Failed Power Supply
	ON

Nominal

RCVR B/W = 2
	ON 

Nominal

RCVR B/W = 2 
	ON

Nominal

	SEM
	
	ON 

Elec-CH-HVPS=4

Prot-CH-HVPS=0


	ON 

Elec-CH-HVPS=0

Prot-CH-HVPS=0

1 of 4 Telescopes inoperative
	ON 

Nominal 

E-CDEM-HVPS=2

P-CDEM-HVPS=0
	ON

Nominal 

E-CDEM-HVPS=5

P-CDEM-HVPS=4
	ON

Nominal

E-CDEM-HVPS=2

P-CDEM-HVPS=3

	SBUV
	INOP

Grating motor OFF since 5/29/03 

Electronics and Heater remain ON 
	
	Recovering

Flex memory 3 (giant step) ops suspended indefinitely on 12/2/03

Reduced operations  started 6/5/03
	
	ON
Degraded Ozone data reported TOAR 435
Primary & Backup diffuser =TOAR 426 and TOAR 433
Both have Antenna deploy problems

AMSU EMI causing erratic Behavior  in PMT cathod, range 3 
	ON 

Nominal

Anode Mode 


	SADPOS 


	
	
	
	N/A
	ON 

ENABLED  
MFactor =50%
	ON

ENABLED



	THERMAL

Heaters, louvers

TCE’s
	Nominal
	Nominal
	Nominal
	TCE26 & 15H 

Telem invalid 

TOAR 432 

HIRS FW Heat OFF

21Apr04

TCE24L&25L (HIRS & AVHRR) failed 5/13/98

RCE thermostat failed 5/13/98


	Nominal

TCE24 OFF 4/14 (AVHRR H&L) 


	TCE3H Batt 2A heater failed ON, turned off 8/26/03  TOAR 428

AMSU-A1 survival heaters on 10/29/03 

	
	N11
	N12
	N14
	N15


	N16
	N17


COMMENTS/CHANGES:

NOAA-11
NOAA management has approved decommissioning N11 with a date set for 19 May 04.   The decommission will 

consist of draining maximum power from the spacecraft batteries (including moving the solar array completely off the sun) while preventing them from recharging.  Once this is put in motion, all transmitters will be turned off and the CPU’s software “cleared out”.  The kill pass is scheduled for approximately 16:00Z on 19 May 04.  Extensive coordination has been performed in preparation for this operation.  Andy Miller and Jon Woodward are EMOSS POC’s.

NOAA-12
Concerns about the reliability of DTR1A are necessitating the move to remove that recorder from the recursive table 

just as DTR1B was removed on 7 Apr.  Conversely, DTR1B still remains the safestate DTR on N12 even though it is suspected that it is incapable of successfully transmitting any data to the ground.  The Scheduling Group is investigating which DTR should replace DTR1B as the safestate recorder and will implement this change as soon as possible.  At the same time that a new safestate recorder is selected, it is planned that DTR1A will be removed from service permanently.  Angelique Riley and Jon Woodward are EMOSS POC’s for this issue.

NOAA-14:
Due to reduced contact support, N14 had a number of data gaps this week.  There were no changes in N14 status or 

configuration during the past reporting period.  The spacecraft is proceeding nominally through its eclipse season with no reconfigurations planned.

NOAA-15:
As suddenly as it had risen several weeks ago, the N15 AVHRR scan motor current abruptly dropped back to its 

previous nominal value on 8 May.  This drop had no adverse effect on either the synch delta or AVHRR image quality.  (illustration 1).

The N15 HIRS filter motor current, remains at “low nominal” values although it has once again continued the “mini surges” that have become a standard feature with this instrument.  Interestingly, the “mini” surges that are now occurring are similar in range as they have always been.  However, they are now starting from a lower “base value than ever before so that the surges now peak at what had previously been the nominal values for the HIRS filter motor current.  There have been no reports of imagery effects on the HIRS during this time. (illustration 2).  

There is no new or additional information that has been determined on the N15 AMSU-B since the first reports from IPD came out regarding increased noise on Channel-3 last week.  Continued EMOSS Analysis of AMSU-B hardware performance indicates that everything appears nominal (see illustration 3).  Will Kent is EMOSS POC.

N15 started its eclipse season today which is expected to last until the last week of July and reach a maximum darkness percentage per orbit of 18% in mid-June.  The power system appears to be nominal as of 10 May (illustration 4-6) and no reconfigurations are expected to be required in response to the onset of this eclipse season.  Andy Miller is EMOSS POC. 

NOAA-16:
The N16 AVHRR scan motor current remained inconsistent throughout the reporting period with TCE24 still powered 

off and component temperatures remaining nominal, at somewhat higher levels (illustration 7).   In general, during this time, the scan motor current has averaged less than 280 mAmps.  However, also during this time there have been numerous, unpredictable short duration surges to above 280 mAmps, which usually causes the bar codes to appear (illustration 8).  Once the bar codes do appear, they usually remain until the next MIRP rephase, regardless of what the scan motor current falls back to.  In response to this situation, NOAA has been performing manual MIRP rephases spaced approximately every 6 hours while continuing to perform the 04:30Z automatic rephase as well (illustration 9).  This workaround has been very successful at temporarily eliminating the bar codes (until the next scan motor current surge) and significantly increasing the percentage of bar code free data relative to what would be available if only the 04:30 rephase was in effect (illustration 10).  It has not, however eliminated the bar codes.  Despite the additional rephases, in most cases, synch delta continues to reach pegged levels within a single orbit of a rephase occurring.  Therefore, to further increase the percentage of bar code free data, NOAA will begin performing rephases every orbit out of stored commands starting 18 May.  These rephases will take place in staggered areas around the south pole in order to not have imagery “hole” in the same spot on the earth. 

One of the primary concerns against turning off TCE24 was its potential effect on the HIRS filter motor.  However, if anything, the TCE turnoff coincided with an improvement in HIRS filter motor performance relative to the weeks prior to the TCE turnoff.  However, for the first time since the turnoff, on 10 May, the HIRS exhibited some instability when its filter motor current had several short surges.  There was no reports of imagery degradation and no loss of filter wheel synch during this run-up (illustration 12).  EMOSS engineer Will Kent continues to monitor the situation closely.  

NOAA-17:
Yaw control on N17 was nominal during the past reporting period.  However, the N17 Gyro-3 motor current (gyro-3 is 

the gyro that was deselected and swapped out several weeks ago) continues to display erratic behavior (illustration 13) which reinforces the decision to take it out of the control loop.  Although it is deselected, some engineers are concerned that the continued degradation of this gyro is causing enough noise on the bus to actually effect attitude control.  There is currently a discussion among these engineers regarding the efficacy of powering off the non-selected gyro (as it is on N15) on both N16 and N17 because of its undesired influences on the spacecraft.  No decision has yet been made regarding this question.  Jim Sheperd is EMOS 

NOAA-17: (cont) 

On 8 May, for the second time in its history, the N17 CPU-2 experienced an excessive number (141) of “single event upsets” over a short time span (three hours).  Typically, CPU-2 averages approximately 2 such error s per week.   There is already a TOAR on this phenomenon for both CPU-1 and CPU-2 on N17.  (Note:  DMSP have three such processors currently flying and none have ever experienced this situation.  .)  The situation has since been alleviated with no major impact to the operation.  A report on this second occurrence has been forwarded to the TOAR Board chairman for inclusion into the current TOAR addressing this question.  See CPU graphics for illustrations

MISC:
On 19 May, EMOSS engineer Jeff Devine will be presenting a paper written on the POES SITARS development and 

implementation at the Space Ops 2004 Symposium in Montreal Canada.  

EMOSS engineers support the MOWG and N11 decommissioning coordination meetings this week.
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Illustration 1:  N15 AVHRR Scan Motor and Imagery Analysis

(Back to previous nominal levels with no apparent impact on image quality 
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Illustration 2:  N15 HIRS Filter Wheel Health Analysis.  

(Previous nominal range used to be 250-252 mAMps)

[image: image7.wmf]27.9

27.95

28

28.05

28.1

120

122

124

126

128

130

132

N15 Bus Voltage 30 Apr through 10 May 2004

NPSEBUSV

TIME

0

1

2

3

4

5

6

7

8

120

122

124

126

128

130

132

N15 Battery-3 Temps 30 Apr through 10 May 2004

NBAT3AT

NBAT3BT

TIME

0

1

2

3

4

5

6

7

8

120

122

124

126

128

130

132

N15 Battery-2 Temps 30 Apr through 10 May 2004

NBAT2AT

NBAT2BT

TIME

0

1

2

3

4

5

6

7

8

120

122

124

126

128

130

132

N15 Battery-1 Temps 30 Apr through 10 May 2004

NBAT1AT

NBAT1BT

TIME


Illustration 3:  N15 AMSU-B Health Analysis

(everything looks nominal, even analog items not pictured here 
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Illustration 4:  The onset of N15 eclipse season
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Illustration 5: Eclipse onset not yet affecting batteries
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Illustration 6:  Battery Temps and Bus Voltage with onset of eclipse season.
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Illustration 7:  N16 AVHRR Component Temps (with TCE24 off)

(Stable and nominal)
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Illustration 8:  N16 AVHRR Scan Motor Current Analysis

(note the short jumps to above 280 mAmps, bar codes are the usual result of each one of these surges)
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Illustration 9:  N16 MIRP Rephase Schedule until rephasing is permanently implemented on every orbit of stored commands
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N16 GAC 11 May 01:40Z
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(04:30Z automatic)

Illustration 10:  N16 Imagery Analysis (working around the short term surges)

Effects of Manual Rephase.  The 01:40Z GAC started with bar codes which were cleared up when the MIRP was manually rephased during that support.  On the next GAC, (started at 03:30Z the imagery was still clear going into the 04:30 rephase, and remained that way throughout the recording).  If the manual rephase had not been done, the entire top image would have been bar coded as would have been half the bottom image.  This situation has been repeated numerous times since manual rephasing was initiated resulting in a significant increase in the percentage of bar code free images over what would have transpired if only the 04:30 rephase was in effect.
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Illustration 11:  Latest N16 AVHRR image

11 May 17:30Z (last rephase was at 15:30Z)
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Illustration 12:  N16 HIRS Analysis

(A little instability for the first time since TCE24 was turned off.
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Illustration 13:  N17 Gyro-3 “noise” and its effects on yaw control.

(To turn gyro-3 off or not…that is the question)

Weekly N17 CPU Error Scrubs

On 22 Dec between 18:24 and 19:01Z CPU errors were reported by telemetry at a substantially higher number (numbered in the hundreds) than appears above.  For purposes of brevity only the first and last errors during this possible anomalous situation are being reported.  A TOAR was submitted in response to this event.  On 8 Feb 04, a similar occurrence happened on CPU-2.  This re-occurred on CPU-2 on 8 May.  No effect on the spacecraft was apparent and this large number will not be included in future reporting on CPU errors. 
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N17 Single Event Upset Memory Scrubs by Memory Segment 

27 Jul 02 through 10 May 04
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(* NOTE: Day 129, only the first and last error are being counted although 141 actually occurred)


Red/Circle = CPU#1  Black/X = CPU#2
GEOGRAPHIC NOAA-17 Scrubber Hits from 3-10 May 2004:(Also displayed, the track of the spacecraft during the excess memory scrub event of 8 May. 


POLAR SPACECRAFT TIP CLOCK ERROR

WEEK ENDING May 7, 2004

	DAY/DATE


	NOAA-11
	NOAA-12
	NOAA-14
	NOAA-15
	NOAA-16
	NOAA-17

	FRI.    04/30


	-1339 msec
	-045 msec
	+065 msec
	-011 msec
	+001 msec
	+017 msec

	SAT.   04501


	-1369 msec
	-043 msec
	+072 msec
	-013 msec
	0 msec
	+017 msec

	SUN.   05/02


	-1899 msec
	-043 msec
	+068 msec
	-011 msec
	0 msec
	+018 msec

	MON.  05/03


	-1829 msec
	-043 msec
	+069 msec
	-010 msec
	0 msec
	+017 msec

	TUE.   05/04


	-2059 msec
	-044 msec
	+070 msec
	-011 msec
	+005 msec
	+017 msec

	WED.  05/05


	-1889 msec
	-046 msec
	+076 msec
	-012 msec
	+003 msec
	+016 msec

	THU.   05/06
	-1919 msec
	-043 msec
	+069 msec
	-012 msec
	+004 msec
	+014 msec


EMOSS POC for this chart is JIM SHEPHERD

NOAA-11  
As of 09/03/02 the Control Side TIP clock is corrected daily by +70 msec to compensate for drift.



As of 11/03/03 Non control side clock is no longer supported

NOAA-12  
+500mSec jump on 2 Apr


Daily ETCUP bias of +6.5 mSec started on 12/10/03.  Offset fell 500mSecs on 17 Jan



EXPECTING +500 mSec jump on or about 1 Apr 04
NOAA-14:  
As of 1223/03 the TIP clock is corrected daily by –-7.0 msec to compensate for drift.



Subtracted 50 msec from spacecraft command on 23 Dec 03. 

NOAA-15:  
As of 04/23/03 the TIP clock is corrected daily by –-8 msec to compensate for drift.



Added 100 msec to spacecraft command clock on 10 June 03.
NOAA-16:  
As of 12/23/03 the TIP clock is corrected daily by –5.5 msec to compensate for drift.



Subtracted 100 msec from spacecraft command clock on 23 Dec 03.
NOAA-17:  
As of 12/23/03 the TIP clock is corrected daily by –3 msec to compensate for drift.



Added 125 mSECS on 23 Feb 04.
PACS DATA AVAILABILITY (%)

April 30, 2004 through May 06, 2004

JDAY 121-127

	
	
	
	NOAA15
	*NOAA14
	*NOAA11
	NOAA16
	NOAA17

	Friday
	04/30
	121
	       100.0
	      
	
	100.0
	99.9(a)

	
	
	
	
	
	
	
	

	Saturday
	05/01
	122
	100.0
	       
	      
	100.0
	100.0

	
	
	
	
	
	
	
	

	Sunday
	05/02
	123
	       100.0
	   
	      
	100.0
	99.9(b)

	
	
	
	
	
	
	
	

	Monday
	05/03
	124
	100.0
	
	
	100.0
	100.0

	
	
	
	
	
	
	
	

	Tuesday
	05/04
	125
	100.0
	      
	
	100.0
	100.0

	
	
	
	
	
	
	
	

	Wednesday
	05/05
	    126
	      100.0
	      
	     
	100.0
	100.0

	
	
	
	
	
	
	
	

	Thursday
	05/06
	127
	     100.0
	
	      
	       100.0
	100.0

	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	


*NOAA-11 and NOAA-14 excluded because they are only recording STIP data. This data is not recovered.

Comments:

(a) Rev 09610/F: G2B noisy; 99.0% recovered 1DL.

(b) Rev 09638/F: G2B noisy; 99.0% recovered 1DL.

EMOSS POC For This Chart:  Angelique Riley

DTR Inf. (*):

NOAA-11        
DTR 1B -Inoperative. (still safestate recorder)


DTR-1A Plans to take out of recursive table

DTR 2A/B -Frequently noisy

                  
DTR 4B -Frequently noisy



DTR 5A/B -Inoperative

NOAA-12
DTR 5A -Inoperative.



DTR 2B -Occasionally noisy and short



DTR-1B- Taken out of service, unreliable

NOAA-14
DTR 4A/B -Inoperative.



DTR 3B -Unreliable playbacks, Removed from operations.



DTR 2A -Inoperative, DOY/200

NOAA-15
DTR 5A/B - Inoperative

NOAA-16            DTR 5A/B -Inoperative

                             DTR 3A -safe state change 1B



DTR 4B –Inoperative 1/12/03

NOAA-17
DTR 5A/B-Inoperative 2/16/03 Anomaly

Acronyms:

DL – Drop lock(s)
PE - Parity Error(s)


DQR - Data Quality Report


BE - Bit Error(s)
DAR - Data Accountability Report
MFR - Multi-Function Receiver
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