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ALSO SEE: http://www.oso.noaa.gov/poesstatus/                         EMOSS

For changes or comments contact Jeff Devine 301-817-4020


POLAR Spacecraft Status As of: Tues, 04 May 04  16:00 EST

changes from last week in bold border)
	Subsystem/

Component
	NOAA-11H

PM: AN=2304Z

STIP data only
	NOAA-12D

AM: AN=1644Z

STIP data only
	NOAA-14J

AM: AN=1930Z

STIP data only
	NOAA-15K

AM: AN=1837Z

GAC data only
	NOAA-16L

PM: AN=1437Z

GAC&LAC data
	NOAA-17M

AM:  AN=2220Z

GAC&LAC data

	LAUNCHED 


	09/23/88

Decommission 
Date 19May04
	05/14/91
	12/30/94
	05/13/98
	09/21/00
	6/24/02  

	CNTL OBP
	OBP2
	OBP2
	OBP2

 OBP1 inoperative
	OBP2


	OBP2


	OBP2

CPU1&2 Errr TOAR

	BUS
	A-BUS

XSU-1
	B-BUS

XSU-1
	B-BUS

XSU2 (XSU1 inop)
	B-BUS

XSU-1
	B-BUS

XSU-1
	B-BUS

XSU-1

	BUS VETO
	NO
	NO
	NO
	NO
	NO
	NO

	ADACS

 
	RGYRO Mode
(Y, Z-Gyros Failed)  Reduced Gyro S/W. 

X &S gyros only
	Nominal Mode

Since 2 Apr
Gyro chans=XYZ

RGmode=Monitor 
	Nominal Mode

Rgmode=Disabled

Gyro chans=XYZ

SS check Disabled when mode=YGC 
	Nominal Mode

Rgmode=Monitor

Gyro-3 Off/Anom 

Gyro chans=AAB

N2 Low PSI invalid

RGyro TestSucess Concluded 4/22
	Nominal Mode

Rgmode=Disabled

Gyro chans=AAA

Gyro3 deselected 

Gyro3 TOAR 427
	Nominal Mode

Rgmode=Disabled

Gyro chans=AAB

Deselect Gyro3  TOAR 436  

	RXO
	PRI

BU random enables

bias +70mS: OBPC 
	PRI

BU random enables
daily bias+6.5 mS
	PRI

BU random enables daily bias–7.0 mS
	PRI
daily bias -8 mSec
	PRI

Daily Bias –5.5 mS 


	PRI

Daily Bias –3 mSec

added 125 mS 2/24

	CLOCK DIV
	2
	2
	2
	2
	2
	2

	MIRP
	ON
	External Synch

Rephase Enabled
	External Synch

Rephase 0730 Daily
	External Synch Rephase 0730

Daily
	External Sync

Rephase 0430Z Daily

Additional manual rephases daily
	External Sync

Rephase Enabled

	TIP SIDE
	1
	1
	1
	2

Since 4/24/03

Channels  224 -227 invalid TOAR 432
	1 

Analog telem drifting
	1



	DTRs
	1A, 2B, 3, 4A Safestate - 2B,
	1A, 3, 4, 5B 

Safestate- 1B

1B  Taken out of service 6 Apr

1A degraded
	1, 2B, 3A, 5 Safestate- 1B


	1, 2, 3, 4 Safestate 1B EOT
DTR-5 test 3/1/04
inconclusive
	1,2,3,4A

Safestate 3A

4B TOAR 418 

(STIP only)
	1,2,3,4

Safestate=1B

DTR2-SSR

DTR5  TOAR 420

	VTX

(APT data)
	OFF
	#1 ON

137.50 MHZ
	OFF      

Since 8/14/02 
	#1 ON
137.50 MHZ
	INOP

OFF since 11/15/00
	#2 ON

137.62 MHZ

	BTX
	#2

137.77 MHZ
	#1

136.77 MHZ
	#2

137.77 MHZ
	#1

137.35 MHZ
	#1

137.35 MHZ
	#2

137.77 MHZ

	STX

#1=1698.0 mhz

#2=1702.5 mhz

#3=1707.0 mhz

#4=2247.5 mhz
	 3 – TIP 

 1,2 - Playback
	1 – HRPT;

2,3 - Playback
	3 – HRPT

2, 1 – Playback
	1, 2, 3 - degraded; 

2 Omni–HRPT;

4- Playback 
	1 – HRPT;

2– Playback; 

4 – Playback

3 low power unused
	3 – HRPT    

TOAR424 low power

1&2 Playback
          4 – TIP

Svalbard tests

	POWER

(Array offset, charge and eclipse states, sun angle)

Solar Eclipse

19 April  12:00-15:00Z

No impacts
	Array Off  -30

Since 6/19/02

Eclipse all year

Sun angle 82

Topped out 

Batts1,2,3=LRC
VT1,2=6/8

VT3 = 8/11

Charge state safe

trip disabled
	ArrayOff -60
since 7/30/03
Eclipse Season started 21 Apr

Sun Angle at 31  uptrend to 38 
Sun sensor shading

possible until 4/04
Batts 1&2=LRC

         V/T=4
	Array Off -55

Since 8/21/03
Eclipse all year

Sun Angle at 38 

up trend to 43 
Batts 1-3= LRC

Batts 1&3V/T=8/11

 Batt2 VT=9/11 )

Shunt Degraded 
	Array Off  -45

Since 1/25/01

FULL SUN

Start Eclipse Season 10 May

Sun Angle 26 

uptrend to 32

 mid June

Batts 1-3= LRC

V/T=7/9
	Array  Off -40

Since 7/16/02

Eclipse all year

Sun Angle 60
Steady Trend

Batts 1-3= LRC

V/T=4/8
	Array Off. –40
Since 1/29/04

Eclipse all year

Sun Angle at 70

uptrend  to 72 in May

Batts 1-3= LRC
V/T= 4/8 

	 AVHRR
	INOP
Failed power supply.  Off  since 1994
	Nominal

Yaw bias eliminated after return to Nominal ADACS mode
	INOP

Scan motor stalled

14 Apr 04
	Nominal

Rare Scan motor surges. Last 

Incident  8/9/03

On Watch List
	DEGRADED

Frequent bar code imagery, scan motor erratic, SD pegged. 

TCE24 OFF 4/14 

Chan 3B only. 
	Nominal
3A-B switch enabled

	AMSU-A1


	
	
	
	ON

Ch14 inoperative

Ch11 inoperative


	ON
TOAR 415 on primary PLLO chans 9-14  bias shift.

TOAR 417 on Backup PLLO inop
	OFF/INOP

Since 10/30/03

Inoperable Red in status. Survival heat on.  TOAR 431 closed 5/4/04

	AMSU-A2
	
	
	
	ON
	ON 
Space Position-2


	ON

	AMSU-B 
	
	
	
	ON

Bias in All Chans.  

Motor surges, most recent 2/16/03

IPD Reports of degraded data on Channel-3 since 30 Apr 04
	ON 

Space Position-3


	ON

	HIRS
	OFF

Filter Wheel Failed
	INOP

Filter Wheel turned OFF 10/17/02.  Electronics On
	NOMINAL

Operational

Occasional loss of Fwheel synch
	VARIABLE

FW mode=Hi Powr
Filter wheel performance improved.  

FW Heater turned OFF  21 Apr
	NOMINAL

Filter Motor current improved performance since TCE24 turned OFF, 14 Apr
	NOMINAL

1 Pixel cross track  misalignment .

	MSU
	INOP

OFF, Antenna Failed
	INOP

Scan Motor OFF  since 3/12/03

Electronics ON.  
	ON

Scan motor and antenna problems
	
	
	

	SSU
	ON
	
	ON
	
	
	

	DCS
	ON
	ON
	ON
	ON
	ON

Nominal
	ON

Nominal

	SARR
	ON 

Low signal
	
	ON
	ON-A

All AGC Mode
Intermittent failures for 243MHz  A&B 
	ON-A

All AGC Mode

(B-side in FG mode)

243 MhZ INOPERATIVE.
	ON-A

Nominal 

All AGC Mode 


	SARP
	ON

Nominal
	
	OFF

Failed Power Supply
	ON

Nominal

RCVR B/W = 2
	ON 

Nominal

RCVR B/W = 2 
	ON

Nominal

	SEM
	
	ON 

Elec-CH-HVPS=4

Prot-CH-HVPS=0


	ON 

Elec-CH-HVPS=0

Prot-CH-HVPS=0

1 of 4 Telescopes inoperative
	ON 

Nominal 

E-CDEM-HVPS=2

P-CDEM-HVPS=0
	ON

Nominal 

E-CDEM-HVPS=5

P-CDEM-HVPS=4
	ON

Nominal

E-CDEM-HVPS=2

P-CDEM-HVPS=3

	SBUV
	INOP

Grating motor OFF since 5/29/03 

Electronics and Heater remain ON 
	
	Recovering

Flex memory 3 (giant step) ops suspended indefinitely on 12/2/03

Reduced operations  started 6/5/03
	
	ON
Degraded Ozone data reported TOAR 435
Primary & Backup diffuser =TOAR 426 and TOAR 433
Both have Antenna deploy problems

AMSU EMI causing erratic Behavior  in PMT cathod, range 3 
	ON 

Nominal

Anode Mode 


	SADPOS 


	
	
	
	N/A
	ON 

ENABLED  
MFactor =50%
	ON

ENABLED



	THERMAL

Heaters, louvers

TCE’s
	Nominal
	Nominal
	Nominal
	TCE26 & 15H 

Telem invalid 

TOAR 432 

HIRS FW Heat OFF

21Apr04

TCE24L&25L (HIRS & AVHRR) failed 5/13/98

RCE thermostat failed 5/13/98


	Nominal

TCE24 OFF 4/14 (AVHRR H&L) 


	TCE3H Batt 2A heater failed ON, turned off 8/26/03  TOAR 428

AMSU-A1 survival heaters on 10/29/03 

	
	N11
	N12
	N14
	N15


	N16
	N17


COMMENTS/CHANGES:

NOAA-11
NOAA management has approved decommissioning N11 with a date tentatively set for 19 May 04.   Andy Miller and 

Jon Woodward are EMOSS POC’ for this operation.  EMOSS engineers will be supporting a final coordination meeting on 11 May.  Otherwise there is no change from last week.

NOAA-12
Concerns about the reliability of DTR1A are necessitating the move to remove that recorder from the recursive table 

just as DTR1B was removed on 7 Apr.  Conversely, DTR1B still remains the safestate DTR on N12 even though it is suspected that it is incapable of successfully transmitting any data to the ground.  The Scheduling Group is investigating which DTR should replace DTR1B as the safestate recorder and will implement this change as soon as possible.  At the same time that a new safestate recorder is selected, it is planned that DTR1A will be removed from service permanently.  Angelique Riley and Jon Woodward are EMOSS POC’s for this issue.

EMOSS engineers submitted a TOAR on the discrepancy between the N12 spacecraft and simulator model calculations of orbital GEODAT files (which are not correct) vs that of the ground calculated navigator software.  Jim Sheperd and Jon Woodward are is EMOSS POC’s for this situation

The EPS subsystem appears to be performing nominally since the start of eclipse events.  There were no configuration changes as a result of the end of full-sun. The array offset position of -60 at present is a good balance of shunt loading versus battery charger supply. It is expected that as the eclipse season deepens, this position will continue to provide an optimal power balance. N12 will remain in eclipse season until the end of August. NOAA 15 will enter eclipse season on or about May 10.

NOAA-14:
Due to reduced contact support, N14 had a number of data gaps this week.  There were no changes in N14 status or 

configuration during the past reporting period.  The AVHRR scan motor current continues to fluctuate in a narrow 

range between 292 and 296 mAmps as it has for the past two weeks and the spacecraft is proceeding nominally through its eclipse season with no reconfigurations planned.

NOAA-15:
The N15 AVHRR scan motor remained stable throughout the past reporting period.  Synch delta and imagery remains 

Nominal (illustration 1).  In addition, the N15 HIRS filter motor current, after surging anomalously two weeks ago has since retreated to its lowest level ever and become more stable than it has since November 2003 (illustration 2).  On the other hand, several users have reported an increase in noise on AMSU-B channel 3 since 30 April.  EMOSS Analysis of AMSU-B hardware performance indicates that everything appears nominal (see illustration 3).  Will Kent is EMOSS POC.

NOAA-16:
The N16 AVHRR scan motor current remained inconsistent throughout the reporting period with TCE24 powered off 

and all AVHRR temps stable.  The first half of this period was relatively good.  Average scan motor current was approx 265 with occasional spikes over the 280 bar code threshold.  To compensate for these unpredictable spikes in motor current, EMOSS initiated additional MIRP rephases (4 manual and 1 automatic) evenly spread throughout the day which were very useful in eliminating the bar codes that would usually develop after one of these spikes.  However, on 2 May (approx 0630Z), the scan motor current rose abruptly and within 3-4 hours was again averaging over 280 mAmps (where it remains as of this writing, 4 May 12:00 local).  When the motor current is at this level, bar codes are very prevalent much of the time.  Even after a rephase they can return within 15-30 minutes, which is what has been occurring.  Sometimes the rephases may not even improve the imagery at all, although sometimes it does.  Furthermore, the synch delta following the rephases are typically back to pegged within minutes.  These manual rephases are expected to continue until the IPD group determines the best implementation for a permanent rephase solution that can be implemented.  In response to the continued unreliability of this AVHRR, NOAA management has instituted a new color status; ORANGE which is defined as “severely degraded”.  This status has been incorporated into the POES Status Web page.  (See illustrations 4-8)

One of the primary concerns against turning off TCE24 is the understanding that it could impact the N16 HIRS filter motor current and temperature (as it did the last time it was turned off in Sept 2003).  The concern is that the HIRS on N16 is exhibiting instability itself on a more frequent basis that may be a harbinger of more significant problems in the future.  However, within 2 days of turning the TCE off, the HIRS returned to more nominal values and has remained that way since (K.O.W.) illustration 9.

NOAA-17:
No changes since previous report.  Yaw control remains very stable since the gyro channel swap (illustration 10).  

NOAA-N 
The EMOSS team completed development of the Level 2 data base for N16 (for the second time) and delivered it to 

NASA on schedule (1 May 04).  Michelle Settles led this effort.  Level 3 verification is scheduled to begin this week.

MISC:
On 1 May, the EMOSS team completed the verification and reconciliation of telemetry pages compared between CWS 

and the 3100’s for all N12 through N18 spacecraft.   As a result of this effort the team generated approximately 400 CCR’s to reconcile these two systems.  Michelle Settles lead the effort.  

EMOSS engineers support the TOAR Board this week.
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Illustration 1:  N15 AVHRR Scan Motor Analysis

(stable and “nominal” at slightly higher levels)
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Illustration 2:  N15 HIRS Filter Wheel Health Analysis.  

Strategic and Tactical
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Illustration 3:  N15 AMSU-B Health Analysis

(Nothing here to indicate that channel-3 data is noisy.)
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Illustration 4:  N16 AVHRR Scan Motor Current Analysis
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Illustration 5:  N16 Imagery vs MIRP Rephasing operations 3 & 4 May 04.

Operation and response showing inconsistent results.  
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Illustration 6:  MIRP rephase results on synch delta

(Note: Each graph is a single pass.  In each case synch delta goes right back to pegged within minutes of a rephase)
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Illustration 7:  N16 MIRP Rephase Schedule 3-6 May 2004
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Illustration 8:  N16 AVHRR Thermal Analysis
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Illustration 9:  N16 HIRS Analysis

(Much improved since turning AVHRR’s TCE 24 off)
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Illustration 10:  N17 Yaw Performance.

(continuing to maintain nominal stability)

Weekly N17 CPU Error Scrubs 

On 22 Dec between 18:24 and 19:01Z CPU errors were reported by telemetry at a substantially higher number (numbered in the hundreds) than appears above.  For purposes of brevity only the first and last errors during this possible anomalous situation are being reported.  A TOAR was submitted in response to this event.  On 8 Feb 04, a similar occurrence happened on CPU-2.  No effect on the spacecraft was apparent and this large number will not be included in future reporting on CPU errors.  
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N16 HIRS Filter Motor Current 23 Apr through 4 May (12:00Z) 2004
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Pre-TCE24 Turnoff surge value range


Red/Circle = CPU#1

Black/X = CPU#2

GEOGRAPHIC NOAA-17 Scrubber Hits from 19 Apr 2004 through 2 May 2004:

POLAR SPACECRAFT TIP CLOCK ERROR

WEEK ENDING April30, 2004

	DAY/DATE


	NOAA-11
	NOAA-12
	NOAA-14
	NOAA-15
	NOAA-16
	NOAA-17

	FRI.    04/23


	-1930 msec
	-042 msec
	+061 msec
	-009 msec
	-003 msec
	+022 msec

	SAT.   04/24


	-1859 msec
	-041 msec
	+065 msec
	-007 msec
	+001 msec
	+020 msec

	SUN.   04/25


	-1089 msec
	-042 msec
	+065 msec
	-011 msec
	+001 msec
	+020 msec

	MON.  04/26


	-1319 msec
	-043 msec
	+066 msec
	-007 msec
	+001 msec
	+018 msec

	TUE.   04/27


	-1149 msec
	N/A
	+066 msec
	-008 msec
	0 msec
	+018 msec

	WED.  04/28


	-1379 msec
	-045 msec
	+069 msec
	-009 msec
	+001 msec
	+017 msec

	THU.   04/29
	-1509 msec
	-045 msec
	+064 msec
	-009 msec
	+001 msec
	+018 msec


EMOSS POC for this chart is JIM SHEPHERD

NOAA-11  
As of 09/03/02 the Control Side TIP clock is corrected daily by +70 msec to compensate for drift.



As of 11/03/03 Non control side clock is no longer supported

NOAA-12  
+500mSec jump on 2 Apr


Daily ETCUP bias of +6.5 mSec started on 12/10/03.  Offset fell 500mSecs on 17 Jan



EXPECTING +500 mSec jump on or about 1 Apr 04
NOAA-14:  
As of 1223/03 the TIP clock is corrected daily by –-7.0 msec to compensate for drift.



Subtracted 50 msec from spacecraft command on 23 Dec 03. 

NOAA-15:  
As of 04/23/03 the TIP clock is corrected daily by –-8 msec to compensate for drift.



Added 100 msec to spacecraft command clock on 10 June 03.
NOAA-16:  
As of 12/23/03 the TIP clock is corrected daily by –5.5 msec to compensate for drift.



Subtracted 100 msec from spacecraft command clock on 23 Dec 03.
NOAA-17:  
As of 12/23/03 the TIP clock is corrected daily by –3 msec to compensate for drift.



Added 125 mSECS on 23 Feb 04.
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N17 Yaw Updates 23 Apr through 3 May 2004

BYAWUPD



PACS DATA AVAILABILITY (%)

April 23, 2004 through April 29, 2004

JDAY 114-120

	
	
	
	NOAA15
	*NOAA14
	*NOAA11
	NOAA16
	NOAA17

	Friday
	04/23
	114
	       100.0
	      
	
	100.0
	100.0

	
	
	
	
	
	
	
	

	Saturday
	04/24
	115
	100.0
	       
	      
	100.0
	100.0

	
	
	
	
	
	
	
	

	Sunday
	04/25
	116
	       100.0
	   
	      
	100.0
	100.0

	
	
	
	
	
	
	
	

	Monday
	04/19
	117
	100.0
	
	
	100.0
	99.9(a)

	
	
	
	
	
	
	
	

	Tuesday
	04/20
	118
	100.0
	      
	
	100.0
	100.0

	
	
	
	
	
	
	
	

	Wednesday
	04/21
	    119
	      100.0
	      
	     
	98.6(b)
	99.8(c)

	
	
	
	
	
	
	
	

	Thursday
	04/22
	120
	     100.0
	
	      
	       100.0
	100.0

	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	


*NOAA-11 and NOAA-14 excluded because they are only recording STIP data. This data is not recovered.

Comments:

(a) Rev 09546/F: G2B noisy; 99.7% recovered.

(b) Rev 18555/F: G3B noisy; 99.1% recovered.

(c) Rev 09581/F: G3B noisy; 97.5% recovered 1DL.

EMOSS POC For This Chart:  Angelique Riley

DTR Inf. (*):

NOAA-11        
DTR 1B -Inoperative. (still safestate recorder)


DTR-1A Plans to take out of recursive table

DTR 2A/B -Frequently noisy

                  
DTR 4B -Frequently noisy



DTR 5A/B -Inoperative

NOAA-12
DTR 5A -Inoperative.



DTR 2B -Occasionally noisy and short



DTR-1B- Taken out of service, unreliable

NOAA-14
DTR 4A/B -Inoperative.



DTR 3B -Unreliable playbacks, Removed from operations.



DTR 2A -Inoperative, DOY/200

NOAA-15
DTR 5A/B - Inoperative

NOAA-16            DTR 5A/B -Inoperative

                             DTR 3A -safe state change 1B



DTR 4B –Inoperative 1/12/03

NOAA-17
DTR 5A/B-Inoperative 2/16/03 Anomaly

Acronyms:

DL – Drop lock(s)
PE - Parity Error(s)


DQR - Data Quality Report


BE - Bit Error(s)
DAR - Data Accountability Report
MFR - Multi-Function Receiver

[image: image24.wmf] 


[image: image25.wmf] 

 

0

5

10

15

POES Problem Passes By Problem Area April 

2004

Series1

0

1

0

3

15

0

1

8

6

0

0

P1

P2

P3

P4

P5

P6

P7

P8

P9

P10

P11

P1

Noisy Data

P2

Scheduling Problem

P3

Commanding Problem

P4

Telemetry Downlink Problem

P5

Spacecraft Problem

P6

Narrowband Link Problem

P7

Wideband Link Problem

P8

CDA Problem

P9

SOCC Problem

P10

Stored Command Problem

P11

Unknown 










16:36Z

















