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3/21/2004

CURRENT AVE OFFSET

Ave daily drift since 1 Jan 2004 *

*

N12

-543.3958853

-0.106537332

Daily ETCUP set to   +6.5 mSecs 

12/10/03

Drift Today

-1.197184489

Clock update +1000 mS 10/17/03

CURRENT AVE OFFSET

Ave daily drift since 1 Jan 2004 

*

N14

40.47317917

0.520755136

Daily ETCUP set to   -7.0 mSecs 

12/23/03

Drift Today

0.38389825

Clock update -50ms 12/23/03

CURRENT AVE OFFSET

Ave daily drift since 1 Jan 2004

 

N15

7.295231856

-0.2823691

Daily ETCUP set to   -8 mSecs 4/22/03

Drift Today

-0.599778478

Clock update +100ms 6/10/03

CURRENT AVE OFFSET

Ave daily drift since 1 Jan 2004 

 

N16

-12.63613412

0.298708786

Daily ETCUP set to   -5.5 mSecs 

12/23/03

Drift Today

-0.172039461

Clock update -100ms 12/23/03

CURRENT AVE OFFSET

Ave daily drift since 24Feb04 Update

 

N17

33.31433649

-0.64302521

RXO swapped JDAY 183. ETCUP to  -3 

Msec 12/23/03

Drift Today

-0.493034616

Clock update +125ms 2/24/04

* omits the 500 mSec jump of 17 Jan
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ALSO SEE: http://www.oso.noaa.gov/poesstatus/                         EMOSS

For changes or comments contact Jeff Devine 301-817-4020


POLAR Spacecraft Status As of: Tues, 23 Mar 04  16:00 EST

changes from last week in bold border)
	Subsystem/

Component
	NOAA-11H

Standby PM

STIP data only
	NOAA-12D

Standby AM

STIP data only
	NOAA-14J

Standby AM

STIP data only
	NOAA-15K

BACKUP AM

GAC data only
	NOAA-16L

PRIMARY PM

GAC&LAC data
	NOAA-17M

PRIMARY AM

GAC&LAC data

	LAUNCHED 
	09/23/88
	05/14/91
	12/30/94
	05/13/98
	09/21/00
	6/24/02  

	CNTL OBP
	OBP2
	OBP2
	OBP2

 OBP1 inoperative
	OBP2


	OBP2


	OBP2

CPU1Errr TOAR434

CPU2 Errors 2/8/04

	BUS
	A-BUS

XSU-1
	B-BUS

XSU-1
	B-BUS

XSU2 (XSU1 inop)
	B-BUS

XSU-1
	B-BUS

XSU-1
	B-BUS

XSU-1

	BUS VETO
	NO
	NO
	NO
	NO
	NO
	NO

	ADACS

 
	RGYRO Mode
(Y, Z-Gyros Failed)  Reduced Gyro S/W. 

X &S gyros only
	YGC Mode
Gyro chans=XYZ

Yaw updates disabled 10/1/03

RGmode=Monitor

Excess yaw values

Plan switch back to Nominal 4/1 
	Nominal Mode

Rgmode=Disabled

Gyro chans=XYZ

SS check Disabled when mode=YGC 
	Nominal Mode

Rgmode=Monitor

Gyro-3 Off/Anom 

Gyro chans=AAB

N2 Low PSI invalid

S/W upload 3/11

RGyro Tests 4/19
	Nominal Mode

Rgmode=Disabled

Gyro chans=AAA

Gyro3 deselected 

Gyro3 TOAR 427
	Nominal Mode

Rgmode=Disabled

Gyro chans=BBB

Gyro channel assignment swap planned 25 Mar

TOAR generated  

	RXO
	PRI

BU random enables

daily bias +70mSec (control side only)
	PRI

BU random enables
daily bias+6.5 mS

-500 mS drop 1/17
	PRI

BU random enables daily bias–7.0 mS


	PRI
daily bias -8 mSec
	PRI

Daily Bias –5.5 mS 


	PRI

Daily Bias –3 mSec

added 125 mS 2/24

	CLOCK DIV
	2
	2
	2
	2
	2
	2

	MIRP
	ON
	External Synch

Rephase Enabled
	External Synch

Rephase Daily
	External Synch Rephase Daily. 
	External Sync

Rephase Daily
	External Sync

Rephase Enabled

	TIP SIDE
	1
	1
	1
	2

Since 4/24/03

Channels  224 -227 invalid TOAR 432
	1 

Analog telem drifting

AVHRR Scan motor DWELL test 3/24
	1



	DTRs
	1A, 2B, 3, 4A Safestate - 2B,
	1, 3, 4, 5B 

Safestate- 1B


	1, 2B, 3A, 5 Safestate- 1B


	1, 2, 3, 4 Safestate 1B EOT
DTR-5 test 3/1/04
inconclusive
	1,2,3,4A

Safestate 3A

4B TOAR 418 

(STIP only)
	1,2,3,4

Safestate=1B

DTR2-SSR

DTR5  TOAR 420

	VTX

(APT data)
	OFF
	#1 ON

137.50 MHZ

conflict with N15 ends 24 Mar
	OFF      

Since 8/14/02 
	OFF
Since 21 Feb

Conflict with N12

Back on 24 Mar
	INOP

OFF since 11/15/00
	#2 ON

137.62 MHZ

	BTX
	#2

137.77 MHZ
	#1

136.77 MHZ
	#2

137.77 MHZ
	#1

137.35 MHZ
	#1

137.35 MHZ
	#2

137.77 MHZ

	STX

#1=1698.0 mhz

#2=1702.5 mhz

#3=1707.0 mhz

#4=2247.5 mhz
	 3 – TIP 

 1,2 - Playback
	1 – HRPT;

2,3 - Playback
	3 – HRPT

2, 1 – Playback
	1, 2, 3 - degraded; 

2 Omni–HRPT;

4- Playback 
	1 – HRPT;

2– Playback; 

4 – Playback

3 low power unused
	3 – HRPT    

TOAR424 low power
1&2 Playback
4 – TIP

Svalbard tests

	POWER

(Array offset, charge and eclipse states, sun angle)

Solar Eclipse

19 April 

12:00-15:00Z


	Array Off  -30

Since 6/19/02

Eclipse all year

Sun angle 76

Uptrend to 82 Batts1,2,3=LRC
VT1,2=6/8

VT3 = 8/11

Charge state safe

trip disabled
	ArrayOff -60
since 7/30/03
FULL SUN

Sun Angle at 23 start uptrend to 28 in mid-June
Sun sensor shading

possible until 4/04
Batts 1&2=LRC

         V/T=4
	Array Off -55

Since 8/21/03
FULL SUN

Sun Angle at 26 

up trend to 43 
Batts 1-3= LRC

Batts 1&3V/T=8/11

 Batt2 VT=9/11 )

Shunt Degraded 

Permanent eclipse season 29Mar04
	Array Off  -45

Since 1/25/01

FULL SUN

Sun Angle 12 

uptrend to 32

 mid June

Batts 1-3= LRC

V/T=7/9
	Array  Off -40

Since 7/16/02

Eclipse all year

Sun Angle 59
Steady Trend

Batts 1-3= LRC

V/T=4/8


	Array Off. –40
Since 1/29/04

Eclipse all year

Sun Angle at 64

uptrend  to 72 in May

Batts 1-3= LRC
V/T= 4/8 

	 AVHRR
	INOP
Failed power supply.  Off  since 1994
	Nominal

Yaw bias under investigation
	DEGRADED

Scan motor erratic performance STATUS=RED
	Nominal

Rare Scan motor surges. Last 

Incident  8/9/03

On Watch List
	Degraded Intermittent Scan motor current & sync delta. Barcode image. 
	Nominal
3A-B switch enabled

	AMSU-A1


	
	
	
	ON

Ch14 inoperative

Ch11 inoperative


	ON
TOAR 415 on primary PLLO chans 9-14  bias shift.

TOAR 417 on Backup PLLO inop
	OFF/INOP

Since 10/30/03

Inoperable Red in status. Survival heat on.  TOAR 431 

	AMSU-A2
	
	
	
	ON
	ON 
Space Position-2


	ON

	AMSU-B 
	
	
	
	ON

Bias in All Chans.  

Motor surges, most recent 2/16/03
	ON 

Space Position-3


	ON

	HIRS
	OFF

Filter Wheel Failed
	INOP

Filter Wheel turned OFF 10/17/02.  Electronics On
	NOMINAL

Operational

Occasional loss of Fwheel synch
	VARIABLE

FW mode=Hi Powr
FW current erratic

FW Heaters off 

FW Synch&Period Monitor nominal 
	NOMINAL

Filter Motor current profile change 4 Mar

On watch list
	NOMINAL

1 Pixel cross track  misalignment .

	MSU
	INOP

OFF, Antenna Failed
	INOP

Scan Motor OFF  since 3/12/03

Electronics ON.  
	ON

Scan motor and antenna problems
	
	
	

	SSU
	ON
	
	ON
	
	
	

	DCS
	ON
	ON
	ON
	ON
	ON

Nominal
	ON

Nominal

	SARR
	ON 

Low signal
	
	ON
	ON-A

All AGC Mode
Intermittent failures for 243MHz  A&B 
	ON-A

All AGC Mode

(B-side in FG mode)

243 MhZ INOPERATIVE.
	ON-A

Nominal 

All AGC Mode 


	SARP
	ON

Nominal
	
	OFF

Failed Power Supply
	ON

Nominal

RCVR B/W = 2
	ON 

Nominal

RCVR B/W = 2 
	ON

Nominal

	SEM
	
	ON 

Elec-CH-HVPS=4

Prot-CH-HVPS=0


	ON 

Elec-CH-HVPS=0

Prot-CH-HVPS=0

1 of 4 Telescopes inoperative

Autonomous reset and commanded recovery 12/16/03
	ON 

Nominal 

E-CDEM-HVPS=2

P-CDEM-HVPS=0
	ON

Nominal 

E-CDEM-HVPS=5

P-CDEM-HVPS=4
	ON

Nominal

E-CDEM-HVPS=2

P-CDEM-HVPS=3

	SBUV
	INOP

Grating motor OFF since 5/29/03 

Electronics and Heater remain ON 
	
	Recovering

Flex memory 3 (giant step) ops suspended indefinitely on 12/2/03

Reduced operations  started 6/5/03
	
	ON

Primary Diffuser

Status YELLOW
Degraded Ozone data reported TOAR 435
Primary diffuser =TOAR 426

Backup Diffuser 

=TOAR 433
Both have Antenna deploy problems

AMSU EMI causing erratic Behavior  in PMT cathod, range 3 
	ON 

Nominal

Anode Mode 


	SADPOS 


	
	
	
	N/A
	ON 

ENABLED  
MFactor =50%
	ON

ENABLED



	THERMAL

Heaters, louvers

TCE’s
	Nominal
	Nominal
	Nominal
	TCE26 & 15H 

Telem invalid since 12/23/03 

TOAR 432 

HIRS FW Heat Off

TCE24L&25L (HIRS & AVHRR) failed 5/13/98

RCE thermostat failed 5/13/98

Cold season ended, trend reversed 
	Nominal

TCE24 turned ON (AVHRR H&L) 1/16/04


	TCE3H Batt 2A heater failed ON, turned off 8/26/03  TOAR 428

AMSU-A1 survival heaters on 10/29/03 

	
	N11
	N12
	N14
	N15
	N16
	N17


COMMENTS/CHANGES:

NOAA-11
No change since previous report.  

NOAA-12.  
The Spacecraft remains in YGC attitude control mode with yaw updates disabled.  However, for the first time since 

Sept 2003, the sun angle which necessitated this configuration has finally begun to rise above the threshold that can possibly cause the solar array to shade the sun sensor (which, when occurring concurrent with a yaw update will autonomously switch the spacecraft to YGC mode).  Therefore, preparation for switching back to Nominal attitude control mode can proceed.  The first step in this reconfiguration is to re-install the software that will allow the spacecraft to again calculate Yaw bias (which has been disabled since being patched in Sept 2003) will be reloaded next week.  Several days after reloading this patch and monitoring the subsequent yaw response, the attitude control mode will be commanded back to nominal.  Jim Sheperd is EMOSS POC for this operation.  

The N12 command clock, which has remained stable since the -500 mSec drop in Jan 2004, and is expected to gain these 500 mSecs back on or about 2 April.  No response by EMOSS will be required.

NOAA-14:
Due to reduced contact support, N14 had a number of data gaps this week.  The N14 AVHRR Scan motor current was 

slightly improved last week (illustration 1) while its imagery remains degraded with barcodes.  The HIRS filter wheel continued to be generally stable with occasional losses of filter wheel synch and short filter motor current surges (illustration 2).   In addition, N14 bus and shunt voltage were also nominal.  The new permanent eclipse season for N14 starts this coming Saturday 27 Mar with no changes currently planned until performance data can be analyzed following the eclipse onset. 

NOAA-15:
N15 APT data, which has been off (for the first time ever) since 21 Feb because of RF conflicts with N12 will be 

turned back on again on 24 Mar at 13:00Z.  Angelique Riley is overseeing this operation.  

The N15 AVHRR scan motor current and synch delta values remained nominal throughout the last reporting period) as 

its scan motor warmed significantly (illustration 3).  Imagery was also nominal.  EMOSS engineers had noticed a change in character for this payload component several weeks ago that was reminiscent of the situation leading up to the N16 AVHRR anomaly last September.  Coupled with the fact that this payload has had significant problems in the past, additional vigilance is warranted and will continue to be applied by the EMOSS team.

The AMSU-B scan motor was nominal and stable during the past reporting period but once again the HIRS filter motor current exhibited the near continual “mini” surges profile that has become something of a feature on this payload since the major surge in December of 2003 (illustration 4).  On the plus side, there have been no reports of imagery degradation throughout this period nor is it apparent when analyzing PIDES imagery.

Analysis of peripheral values for the failed TIP-2 telemetry channels (224, 226, 227) indicates that all remain nominal (illustration 5).  No additional tests are planned.

Rgyro coordination continues with the test planned to begin starting the week of 19 April.  Following this narrative 

section is the current Rgyro Test Schedule and Checklist that generated and is maintained by EMOSS engineer Jim Walters in coordination with the rest of the Rgyro team.  

NOAA-16:
After recovering from a 16 Mar scan motor anomaly on 18 Mar at 03:40Z, the N16 AVHRR scan motor resumed its 

anomalous behavior on 20 Mar at 18:50Z and has remained anomalous since that time.  This anomaly is similar to that observed last week with 1-2 minute intermittent surges of scan motor current followed by 10-15 minutes of more nominal values with erratic and often pegged synch delta and generally stable scan motor temps.  In many (but not all) cases, imagery bar codes are evident. (See illustrations )  A tiger team of EMOSS, NASA and ITT Factory engineers met on 22 Mar to discuss possible reconfigurations that might alleviate this situation.  There were three possible responses which could have been implemented: 1) Toggle AVHRR power (dismissed out of hand as too risky).  2)  Heat the AVHRR by turning off the louver (which was done once before to inconclusive results) 3) Go to low power mode (which was considered risky and ineffective for resuming nominal imagery).  After significant discussion, NOAA management acceded to the factory recommendation that none of these responses should be considered at this time.  (Illustration 6-9)

On a related issue, a report by the factory (ITT) regarding the wave patterns seen in the N16 AVHRR since early Jan was released last week.  In this report, it was recommended that for a more definitive conclusion that NOAA should place N16 into dwell mode and dwell on the AVHRR scan motor current.  NOAA management agreed to this request and it is scheduled to take place on Weds, 24 Mar at 07:50 local time.  This operation will place N16 into NAVHMTI Dwell for 2 minutes over Fairbanks.  During these two minutes, no other telemetry will be visible to the ground.  The data file with this dwell data will then either be placed on the NOAA FTP site or burned to a CD and mailed to ITT.  Will Kent is EMOSS POC for this operation.

Although it had shown some improvement over the past week, the N16 HIRS filter motor current continued to operate in a less than historically optimal profile (illustration 10).  On 22 March, this component surged to equal (but not surpass) its highest value ever (174.5 mAmps) for a short period of time before retreating back to lower values (illustration 12).  There have been no additional reports of imagery degradation on channel-5 or channel-10 although 

such impacts were reported by IPD several weeks ago.  No reconfigurations are planned for this component at this time but it will remain closely watched into at least the intermediate future.  Will Kent is EMOSS POC.

N16 attitude control was nominal during the past reporting period with no re-occurrence of the gyro-2 motor current “instability” like that which was reported last week.  Bus voltage and shunt performance were also nominal throughout the week. 

NOAA-17:
EMOSS is planning the reconfiguration of the gyro channel assignments on N17 because of degradation in Yaw control 

caused by a noisy gyro #3 that was first reported last week (illustration 11-12).  This operation is expected to be implemented on Thursday, 25 Mar.  The change will consist of the following reconfiguration:





X axis = YAW,  Y axis = ROLL,  Z axis = PITCH  (A and B Channels)



CURRENT CONFIGURATION:




Gyro #1   Y axis on A channel, Z axis on A channel  (NEITHER IS SELECTED BOTH ARE ON)




Gyro #2   X axis on A channel (ON, BUT NOT SELECTED),  Z axis on B channel (SELECTED)




Gyro #3   X axis on B channel,  Y axis on B channel (BOTH SELECTED)



CHANGE TO:




Gyro #1   Y axis on A channel (SELECT) , Z axis on A channel  (DON’T SELECT)




Gyro #2   X axis on A Channel,  Z axis on B channel (SELECT BTOH)




Gyro #3   X axis on B channel,  Y axis on B channel (DESELECT BOTH)

Once the reconfiguration is made, analysis will be conducted to determine if gyro-3 noise interferes with attitude control.  If it is determined that this is the case, gyro-3 may be powered off completely (rather than just de-selected) as it had to be on N15.  An Event Report has been submitted on this problem with a TOAR to follow.

Power and thermal components of N17 remained nominal and steady last week while testing over Svalbard using STX-4 continued on each Svalbard visibility during the week.  Svalbard has reported that they have often been unable to see the signal of STX-4.  However, analysis of stored command loads and STX-4 telemetry indicate that everything (from the NOAA side) is nominal (illustration 13).  In addition, testing at Mcmurdo also occurred last week also using STX-4 Angelique Riley is EMOSS POC for these tests.  The test results are as follows (Reprinted from Eugene Shacklefords report):   MCM supported NOAA-17 for 3 orbits on March 18, 2004. Real-time data was transmitted (16.64 kbps AIP Orbit data) to the SOCC for processing and display for evaluation. Following are results of testing:

1st pass 14:40z Utilized the system that did not operate correctly during the testing two weeks ago. Good Data relay during pass. Good uplink of Noop commands with good verify via N-17.

2nd pass 16:20z Good downlink on using same system that was good in previous testing. Good Data relay during pass. Good uplink of Noop commands with good verify via N-17.

3rd pass 18:00z. Good downlink on the system utilized during the first pass. Good data relay from  for the pass. Used the back-up PA for that system and had good uplink of Noop commands with good verify via N-17.

There were no significant problems during this test. The MCM equipment test was completed with no problems noted. We had no internet related telemetry data dropouts between McMurdo and GSFC.  Between passes we flowed 16kbps playback data and had no link problems at all.  Also, the pcAnywhere connections stayed up and were good for the duration of the testing.  Additionally, we tested out the back-up NISN telemetry interface. This capability is necessary to support the WDISC transmission of TDRSS data to SOCC in the event that there is a failure. We verified that the procedure in place at SOCC is reliable and that the scenario we plan to utilize is viable.

NOAA-N 
No changes since previous report

MISC:
EMOSS engineer Jon Woodward is updating the ground images for all POES spacecraft with current FSW parameters 

that are currently onboard operational spacecraft.  This is being done in case a full OBP load is required, and thus the current configuration and set parameters are maintained.  N17 was completed last week.

EMOSS engineers have completed the online NOAA information security training.

Engineering COP development and review continued with Response to unexpected YGC mode analysis.  ADACS COPS review will continue this week.

Generic RGYRO Test Schedule and Checklist Scheduled for  Week of 19 Apr 04

(x in shaded box means activity is complete)

Comments

1. With the exception of the Estimate Yaw Test, testing should start no earlier 8:00 AM Eastern and end no later than 8:00 PM Eastern.

2. All passes where a gyro is knocked out or restored, or where a sun warning is simulated should have a minimum of 10 minutes of command time.

3. This plan assumes there will be no gyroless testing.

Contingency Procedures:

1. Monitor spacecraft whenever telemetry is available while a test is executing.  Verify macros have not aborted the test prematurely.  

2. No formal abort criteria are defined, but if a manual abort is called, restore use of all axes and disable safety macros via CP RGYANOM.  If necessary, enable thrusters via CPs GASON and THRUSMON, and restore gyro axes, ESA quadrants and normal mode via CP RGYANOM.

3. If the test is aborted by macro or manual command, whether to continue with the remaining test activities will be evaluated on a case-by-case basis.

Pre-Test Activities:

1.  FORMCHECKBOX 
  Place NOAA-15 in YGC mode for a minimum of one orbit using CPYGC15, then return to normal using the command GTNOM.

2.  FORMCHECKBOX 
  Submit CCRs for new telemetry mnemonics.  The new mnemonics will be called BCYRATE, BCRRATE, and BCPRATE.  

3.  FORMCHECKBOX 
  Build all needed macros.

3.1.  FORMCHECKBOX 
  Macro 0005 – Safety monitor for off-earth condition

3.2.  FORMCHECKBOX 
  Macro 0006 – Safety monitor for yaw > 3 degrees.

3.3.  FORMCHECKBOX 
  Macro 0007 – Safety monitor for yaw < -3 degrees.

3.4.  FORMCHECKBOX 
  Macro 0008 – Safety monitor for pitch > 0.5 degrees.

3.5.  FORMCHECKBOX 
  Macro 0009 – Safety monitor for pitch < -0.5 degrees.

3.6.  FORMCHECKBOX 
  Macro 000A – Safety monitor for roll > 0.5 degrees.

3.7.  FORMCHECKBOX 
  Macro 000B – Safety monitor for roll < -0.5 degrees.

3.8.  FORMCHECKBOX 
  Macro 000C – Safety monitor for yaw wheel bearing temperature.

3.9.  FORMCHECKBOX 
  Macro 000D – Safety monitor for pitch wheel bearing temperature.

3.10.  FORMCHECKBOX 
  Macro 000E – Safety monitor for roll wheel bearing temperature.

3.11.  FORMCHECKBOX 
  Macro 000F – Sun warning test (yaw)

3.12.  FORMCHECKBOX 
  Macro 0010 – First STX 4 management macro

3.13.  FORMCHECKBOX 
  Macro 0011 – Second STX4 management macro

3.14.  FORMCHECKBOX 
  Macro 0012 – Sun warning test (general)

3.15.  FORMCHECKBOX 
  Macro 0013 – Macro to enable all safety monitor macros (0005 – 000E).

3.16.  FORMCHECKBOX 
  Macro 0014 – Macro to disable all safety monitor macros.

3.17.  FORMCHECKBOX 
  Macro 0015 – Safety monitor for skew wheel use.

4.  FORMCHECKBOX 
  Build all needed CPs.

4.1.  FORMCHECKBOX 
  CP RGYCTBL – Patches command table.

4.2.  FORMCHECKBOX 
  CP RGYMCRLD – Loads all macros except 0015.

4.3.  FORMCHECKBOX 
  CP RGYTLMB – Patches CPU telemetry table.

4.4.  FORMCHECKBOX 
  CP RGYPREP – Executes various pre-test commands (MCREN, RGYMD 0001, AXKOE, MCRST 0013,).  Note:  Macros are currently enabled, so MCREN not needed.

4.5.  FORMCHECKBOX 
  CP RGYPOST – Executes various post-test commands (AXKOI, MCRST 0014).  

4.6.  FORMCHECKBOX 
  CP RGYTLMFX – Restores telemetry table after all testing complete.

4.7.  FORMCHECKBOX 
  CP RGYANOM – Restores all gyro axes, restores all ESA quadrants, commands normal control mode and disables safety macros.  CONTINGENCY ONLY

4.8.  FORMCHECKBOX 
 CP MC15LOAD – Load skew wheel safety macro

5.  FORMCHECKBOX 
  Confirm new telemetry mnemonics in database release prior to test. 

6.  FORMCHECKBOX 
  Build page RGYTEST using new telemetry mnemonics.

7.  FORMCHECKBOX 
  Load patches in simulator, and load all macros.

8.  FORMCHECKBOX 
  Simulate all RGYRO tests.

9.  FORMCHECKBOX 
  Well before the start of the test (no later than the middle of the week prior to the test) load the command table patch and the new macros to NOAA-15.  Allow two passes for these activities.  CP RGYCTBL patches the command table.  CP RGYMCRLD loads the macros.

10.  FORMCHECKBOX 
  Develop shift schedule for engineers supporting the test.

11.  FORMCHECKBOX 
  Write procedure memo describing the test and any expected impacts on operations or products.

12.  FORMCHECKBOX 
  On Friday before Test, load CPU telemetry table patch.  There should be no harm in having the telemetry table patched over the weekend.  The CP RGYTLMTB patches the telemetry table.

13.  FORMCHECKBOX 
  Also on Friday, confirm all CPs and pages for test are still in place.

14.  FORMCHECKBOX 
  On the Sunday before testing begins, load the new NOAA-15 ephemeris for the week.

15.  FORMCHECKBOX 
  Provide the GEODAT Orbital Events listing for the new ephemeris to NASA and Lockheed Martin.  Perform at least a week before the test, if possible

16.  FORMCHECKBOX 
  Prior to first pass on Monday, reconfirm all CPs and pages for the test are still in place.

17.  FORMCHECKBOX 
  Provide security badges for all visitors on list from Lockheed-Martin and NASA.  

Estimate Pitch Test:

1.  FORMCHECKBOX 
  Test starts on Monday - first pass.

1.1.  FORMCHECKBOX 
  Start macro 0015

1.2.  FORMCHECKBOX 
  Send CP RGYPREP to perform pre-test set-up.  (May only need macro start command.)

1.3.  FORMCHECKBOX 
 Knock out pitch gyro using CMD SGGYR 0004..  

2.  FORMCHECKBOX 
  Second command pass – the longer of the two passes between the start of the test and the end of the test.  Send CMD MCRST 0012 to start sun warning macro.  Macro will remove an ESA quadrant.  After 7 minutes it will restore the ESA quadrant.  

3.  FORMCHECKBOX 
  End of test – third orbit after start.  Start CP RGYPOST to perform post-test clean-up.

4.  FORMCHECKBOX 
  Brief (<10 minute) telecon to confirm we are ready for the next test.

Estimate Roll Test:

1.  FORMCHECKBOX 
  Test starts on Tuesday – first pass

1.1.  FORMCHECKBOX 
  Send CP RGYPREP to perform pre-test set-up commands.

1.2.  FORMCHECKBOX 
 Knock out roll gyro using CMD SGGYR 0002. 

2.  FORMCHECKBOX 
  Second command pass – the longer of the two passes between the start of the test and the end of the test .  Send CMD MCRST 0012 to start sun warning macro.  Macro will remove an ESA quadrant.  After 7 minutes it will restore the ESA quadrant.  

3.  FORMCHECKBOX 
  End of test – third orbit after start.  Start CP RGYPOST to perform post-test clean-up.

4.  FORMCHECKBOX 
  Brief (<10 minute) telecon to confirm we are ready for the next test.

Estimate Roll and Pitch Test

1.  FORMCHECKBOX 
  First pass -  two orbits after end of  roll test. 

1.1.  FORMCHECKBOX 
  Send CP RGYPREP to perform pre-test set-up commands.

1.2.  FORMCHECKBOX 
 Knock out roll and pitch gyros using CMD SGGYR 0006. 

2.  FORMCHECKBOX 
  End of test – one orbit after start.  Start CP RGYPOST to perform post-test clean-up.

3.  FORMCHECKBOX 
  Brief (<10 min) post-test telecon to confirm we are ready for the next test

Estimate Yaw Test

1.  FORMCHECKBOX 
  Test starts on Wednesday – first pass.  TDRSS support is expected for the duration of this test.

1.1.  FORMCHECKBOX 
  Send CMD TBD to enter YGC mode  (QUESTION:  Is this needed, or does RGYRO do the necessary mode switches?)

1.2.  FORMCHECKBOX 
  Send CP RGYPREP to perform pre-test set-up commands.

1.3.  FORMCHECKBOX 
  Knock out yaw gyro using CMD SGGYR 0001. 

2.  FORMCHECKBOX 
  Second command pass – a long pass during normal business hours.  Send CMD MCRST 000F to start sun warning macro.  Macro will disable safety macros, and remove an ESA quadrant.  After 7 minutes it will restore the ESA quadrant, and after 12 minutes it will restore the safety macros.  

3.  FORMCHECKBOX 
  End of test - approx 24 hours after start.   Start CP RGYPOST to perform post-test clean-up.

4.  FORMCHECKBOX 
  Brief (<10 min) post-test telecon to confirm we are go for next test.

Estimate Yaw and Pitch Test

1.  FORMCHECKBOX 
  First pass -  two orbits after end of  yaw test. 

1.1.  FORMCHECKBOX 
  Send CP RGYPREP to perform pre-test set-up commands.

1.2.  FORMCHECKBOX 
 Knock out yaw and pitch gyros using CMD SGGYR 0006. 

2.  FORMCHECKBOX 
  End of test – one orbit after start.  

2.1.  FORMCHECKBOX 
  Start CP RGYPOST to perform post-test clean-up.

2.2.  FORMCHECKBOX 
  Stop macro 0015

2.3.  FORMCHECKBOX 
  Send CMD TBD to return to normal mode.

Post Test Activities (Normal Termination)

1.  FORMCHECKBOX 
  Produce EHIS reports of all commanding, command responses, and limits violation for the full duration of each test.  Obtain copies of the daily schedules executing during each test.

2.  FORMCHECKBOX 
  Restore CPU telemetry table via CP RGYTLMFX.   While there is no rush to do this, it should be completed relatively soon after the test's successful termination.  There is no need to restore the command table.

3.  FORMCHECKBOX 
  Collect all test data for Lockheed-Martin.

4.  FORMCHECKBOX 
  CCRs can be submitted to remove the new telemetry points from the database, and to remove the new page, but these should wait until all test analysis is complete.  Otherwise, there may be difficulties in producing graphs, etc.  These telemetry points should be removed from the database eventually, or it will be necessary to keep permanent entries for them in the limits proc.

[image: image4.png]



Illustration 1:  N14 AVHRR Scan Motor Current

(Improving but imagery remains barcoded)   
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Illustration 2:  N14 HIRS Health

(more of the same)
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Illustration 3:  N15 AVHRR scan motor profile change analysis.
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(Improved back to nominal values perhaps due to increased temps.)

N15 HRPT Image on 23 Mar 16:45Z
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Illustration 4:  N15 HIRS Health Analysis.  

(More of the same erratic scan motor performance but no reports of imagery degradation)
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Illustration 5:  Failed telemetry channel (224, 226, 227) 

peripheral analysis

(All 3 channels remain flatlined, probably permanently.  All peripherals look nominal indicating that the TCE’s are still operational)
[image: image10.wmf]20

25

30

35

72

74

76

78

80

82

84

N17 STX-4 Temp (peaks) 12-22 Mar 2004

NSTX4TMP

TIME

Svalbard & Mcmurdo

Tests

Svalbard 

Tests

Svalbard 

Tests

Svalbard & Mcmurdo

Tests

6

6.2

6.4

6.6

6.8

7

7.2

7.4

7.6

72

74

76

78

80

82

84

N17 STX-4 Power (Peaks) 12-22 Mar 2004

NSTX4PWR

TIME

Svalbard 

Tests

Svalbard 

Tests


Illustration 6:  N16 AVHRR Scan Motor Analysis

(Major problem persist.)
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no bar codes

Illustration 7:  N16 AVHRR Scan Motor Current vs HRPT Imagery

(23 Mar 04:49 through 15:00Z) not always bad
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Illustration 8:  N16 GAC Imagery vs Scan Motor Current 23 Mar 04

(00:01 through 08:00Z; Prior to during and after rephase)

Not always bad


Illustration 9:  N16 AVHRR Synch Delta Analysis

(Degradation is apparent)


Illustration 10:  N16 HIRS Filter Motor Health (Recent History)
(Improved overall but still more erratic than historical norms.  No NEW reports of imagery degradation. Vigilance will be maintained.)


Illustration 11:  N17 Attitude control Analysis

(note the significant amount of yaw updates occurring outside standard)

Gyro motor current graph outlines configuration now.

Proposed swap will result in the following configuration

Y (ROLL) to Gyro#1, Channel-A

X (YAW) to Gyro#2 Channel-A

Z (PITCH) to Gyro#2 Channel-B

Deselect Gyro #3 (possibly power off)


Illustration 12:  N17 Yaw Update Trend Analysis

(Degradation is evident)


Illustration 13:  N17 STX-4 Performance

Weekly N17 CPU Error Scrubs

On 22 Dec between 18:24 and 19:01Z CPU errors were reported by telemetry at a substantially higher number (numbered in the hundreds) than appears above.  For purposes of brevity only the first and last errors during this possible anomalous situation are being reported.  A TOAR was submitted in response to this event.  On 8 Feb 04, a similar occurrence happened on CPU-2.  No effect on the spacecraft was apparent and this large number will not be included in future reporting on CPU errors.  

Red/Circle = CPU#1

Black/X = CPU#2

NOAA-17 Scrubber Hits from 15 Mar 2004 through 21 Mar 2004:


(NOTE:  These statistics DO NOT include the multitude of errors reported on

CPU-1 on 22 Dec or CPU-2 on 8 Feb

POLAR SPACECRAFT TIP CLOCK ERROR

WEEK ENDING March 19, 2004

	DAY/DATE


	NOAA-11
	NOAA-12
	NOAA-14
	NOAA-15
	NOAA-16
	NOAA-17

	FRI.    03/12


	-1872 msec
	-538 msec
	+036 msec
	+011 msec
	-013 msec
	+043 msec

	SAT.   03/13


	-1402 msec
	-539 msec
	+036 msec
	+010 msec
	-018 msec
	+041 msec

	SUN.   03/14


	-1132 msec
	N/A
	+034 msec
	+009 msec
	-013 msec
	+037 msec

	MON.  03/15


	-1462 msec
	N/A
	+035 msec
	+009 msec
	-013 msec
	+037 msec

	TUE.   03/16


	-1192 msec
	-542 msec
	+042 msec
	+010 msec
	-014 msec
	+038 msec

	WED.  03/17


	-1222 msec
	-542 msec
	+041 msec
	+009 msec
	-015 msec
	+039 msec

	THU.   03/18
	-1352 msec
	-541 msec
	+039 msec
	+008 msec
	-014 msec
	+039 msec


EMOSS POC for this chart is JIM SHEPHERD

NOAA-11  
As of 09/03/02 the Control Side TIP clock is corrected daily by +70 msec to compensate for drift.



As of 11/03/03 Non control side clock is no longer supported

NOAA-12  
ADDED 1000 mSecs to spacecraft command clock on 10/17/03.  



Daily ETCUP bias of +6.5 mSec started on 12/10/03.  Offset fell 500mSecs on 17 Jan



EXPECTING +500 mSec jump on or about 1 Apr 04
NOAA-14:  
As of 1223/03 the TIP clock is corrected daily by –-7.0 msec to compensate for drift.



Subtracted 50 msec from spacecraft command on 23 Dec 03. 

NOAA-15:  
As of 04/23/03 the TIP clock is corrected daily by –-8 msec to compensate for drift.



Added 100 msec to spacecraft command clock on 10 June 03.
NOAA-16:  
As of 12/23/03 the TIP clock is corrected daily by –5.5 msec to compensate for drift.



Subtracted 100 msec from spacecraft command clock on 23 Dec 03.
NOAA-17:  
As of 12/23/03 the TIP clock is corrected daily by –3 msec to compensate for drift.



Added 125 mSECS on 23 Feb 04.


PACS DATA AVAILABILITY (%)

March 12,2004 through March 18, 2004

JDAY 072-078

	
	
	
	NOAA15
	*NOAA14
	*NOAA11
	NOAA16
	NOAA17

	Friday
	03/12
	072
	       100.0
	      
	
	100.0
	100.0

	
	
	
	
	
	
	
	

	Saturday
	03/13
	073
	100.0
	       
	      
	100.0
	100.0

	
	
	
	
	
	
	
	

	Sunday
	03/14
	074
	      99.9(a)
	   
	      
	100.0
	99.9(b)

	
	
	
	
	
	
	
	

	Monday
	03/15
	075
	100.0
	
	
	100.0
	99.9(c)

	
	
	
	
	
	
	
	

	Tuesday
	03/16
	076
	100.0
	      
	
	100.0
	100.0

	
	
	
	
	
	
	
	

	Wednesday
	03/17
	    077
	      100.0
	      
	     
	100.0
	99.9(d)

	
	
	
	
	
	
	
	

	Thursday
	03/18
	078
	      100.0
	
	      
	       100.0
	100.0

	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	


*NOAA-11 and NOAA-14 excluded because they are only recording STIP data. This data is not recovered.

Comments:

(a) Rev 30333/F: G3B noisy; 98.6% recovered.

(b) Rev 08943/F: L4B noisy; 92.5% recovered.

(c) Rev 08965/F: G3B noisy; 97.9% recovered 1DL.

(d) Rev 08993/F: G4B noisy; 98.8% recovered 3DL.

EMOSS POC For This Chart:  Angelique Riley

DTR Inf. (*):

NOAA-11        
DTR 1B -Inoperative.

DTR 2A/B -Frequently noisy

                  
DTR 4B -Frequently noisy



DTR 5A/B -Inoperative

NOAA-12
DTR 5A -Inoperative.



DTR 2B -Occasionally noisy and short

NOAA-14
DTR 4A/B -Inoperative.



DTR 3B -Unreliable playbacks, Removed from operations.



DTR 2A -Inoperative, DOY/200

NOAA-15
DTR 5A/B - Inoperative

NOAA-16            DTR 5A/B -Inoperative

                             DTR 3A -safe state change 1B



DTR 4B –Inoperative 1/12/03

NOAA-17
DTR 5A/B-Inoperative 2/16/03 Anomaly

Acronyms:

DL – Drop lock(s)
PE - Parity Error(s)


DQR - Data Quality Report


BE - Bit Error(s)
DAR - Data Accountability Report
MFR - Multi-Function Receiver

No Bar Codes











