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POLAR Spacecraft Status As of: Tues 1 Feb 05  16:00 EST

(changes from last week in bold border)
	Subsystem/

Component
	NOAA-12D

AM: 1648=AN

STIP data only
	NOAA-14J

AM: 2019=AN

STIP data only
	NOAA-15K

AM: 1817=AN

GAC data only
	NOAA-16L

PM: 1430=AN

GAC&LAC data
	NOAA-17M

AM:  2224=AN

GAC&LAC data
	NOAA-N18
Planned PM

Plan AN=14:00

	LAUNCHED 
	05/14/91
	12/30/94
	05/13/98
	09/21/00
	6/24/02  
	NET 19Mar05

	CNTL OBP
	OBP2
	OBP2

 OBP1 inoperative
	OBP2


	OBP2


	OBP2

Excess CPU-1 SEU’s

1/23/05
	Dress Rehearse #1

Completed 13Jan

	BUS
	B-BUS

XSU-1
	B-BUS

XSU2 (XSU1 inop)
	B-BUS

XSU-1
	B-BUS

XSU-1
	B-BUS

XSU-1
	Dress Rehearse #2

10 Feb 05

	BUS VETO
	NO
	NO
	NO
	NO
	NO
	

	ADACS

X=Yaw

Y=Roll

Z=Pitch 
	Nominal Mode

RGmode=Monitor
Gyro chans=XYZ
	Nominal Mode

Rgmode=Disabled

Gyro chans=XYZ

SS check Disabled when mode=YGC 
	Nominal Mode

Rgmode=Monitor

Gyro-3 Off 6/26/00 Gyro chans=AAB 

N2 Low PSI invalid
	Nominal Mode

Rgmode=Monitor

Gyro-3 Off 6/10/04

Gyro chans=AAA


	Nominal Mode

Rgmode=Monitor
Gyro-3 Off 6/10/04
Gyro chans=AAB
	New 

ring laser gyro

	RXO
	PRI

BU random enables
daily bias+6.5 mS
	PRI

BU random enables daily bias–7.0 mS 
	PRI
daily bias -8 mS

+100 mS  31Au04
	PRI

Daily Bias –5.5 mS

-100 mS  31Au04 
	PRI

Daily Bias –3 mS


	 

	CLOCK DIV
	2
	2
	2
	2
	2
	

	MIRP
	External Synch

Rephase Enabled
	External Synch

Rephase 0730 Daily
	External Synch Rephase 0730 daily
	External Sync

Rephase each orbit
	External Sync

Rephase Enabled
	

	TIP SIDE
	1
	1
	2

(since 4/23/03)

3 Channels inop
	1 

Analog telem drifting

Swap considered
	1

Analog telem drifting
	

	DTRs
	3A, 4, 5B 
Safestate 5B

As of 8 Dec 04
	1, 2B, 5 Safestate- 1B

3A downgraded to RED, inop 2/1/05
	1, 2, 3, 4 Safestate 1B EOT
	1,2,3,4A

Safestate 3A

4B STIP only
	1,2,3,4

Safestate=1B

DTR2-SSR
	All solid state digital recorders

	VTX

(APT data)
	#1 ON

137.50 MHZ

Conflict with 15
	OFF

Since 8/14/02 
	#1 ON

137.50 MHZ

2/1/05 at 15:00Z
	INOP

OFF since 11/15/00
	#2 ON

137.62 MHZ
	#1=137.1 MHZ #2=137.9125 MHZ

	BTX
	#1

136.77 MHZ
	#2

137.77 MHZ
	#1

137.35 MHZ
	#1

137.35 MHZ
	#2

137.77 MHZ
	

	STX

#1=1698.0 mhz

#2=1702.5 mhz

#3=1707.0 mhz

#4=2247.5 mhz
	1 – HRPT;

2,3 - Playback
	3 – HRPT

2, 1 – Playback
	2-Omni HRPT

4-Playback

1,2,3-Degraded
	1 – HRPT;

2– Playback; 

4 – Playback

3 low power unused
	3 – HRPT    

TOAR424 low power

1&2 Playback
          4 – TIP


	 

	POWER

(Array offset, charge and eclipse states, sun angle)


	ArrayOff +50
since 8/31/04

Full Sun 

Battery UVtrip 7/25   

Sun Angle 21 

steady trend 

Batts 1&2=LRC

V/T=4 

Shunt degraded

SA CANT=37 degs
	Array Off -55

Since 8/21/03
Eclipse all year

Sun Angle at 33down trend to 32

Batts 1-3= LRC

Batts 1&3V/T=8/11

 Batt2 VT=9/11 

VT and PSS changes planned

Shunt Degraded 

SA CANT=22 degs
	Array Off  -45

Since 1/25/01

Full Sun 

Sun Angle 10

 downtrend to 0 degs in lat Feb

Batts 1-3= LRC

V/T=7/9

SA CANT=37 degs
	Array  Off -40

Since 7/16/02 

Eclipse all year

Sun Angle 54
Uptrend to 55

Batts 1-3= LRC

V/T=4/8

SA CANT=22 degs
	Array Off. –40
Since 1/29/04

Eclipse all year

Sun Angle at 63

Down trend to 62

Batts 1-3= LRC
V/T= 4/8 
SA CANT=37 degs
	

	AVHRR
	Nominal


	INOP

Scan motor stalled

14 Apr 04
	Nominal

Rare major scan motor surges. Last 

Incident  11/18/04
	Nominal

TCE24 OFF 4/14

Chan 3B only. 
	Nominal
3A-B switch enabled

Scan Motor less stable than desired
	New brushless scan motors

	AMSU-A1


	
	
	Operational

Ch14 inoperative

Ch11 inoperative


	Operational
Primary PLLO chans 9-14  bias shift.

Backup PLLO inop

Channel 9-14 noise that began 1/15/05 improved since 1/19

	OFF/INOP

Since 10/30/03

Survival heat on.  
	

	AMSU-A2
	
	
	Nominal
	Nominal
Space Position-2


	Nominal
	

	AMSU-B 
	
	
	Operational

Bias in All Chans.  

Motor surges most recent 11/14/04

Recent instabilities

IPD Reports of degraded data on Chan-3 since 4/30
	Operational 

Space Position-3

IPD reports channel 8 degradation
	Nominal


	Replaced by MHS

	HIRS
	ON / INOP

Turned on  8/30/04

For power balance

Filter Wheel turned OFF 10/17/02.  
	NOMINAL

Operational

Occasional loss of Fwheel synch
	VARIABLE

FW mode=Hi Powr

FW Heater OFF  
Frequent Filter Motor current “mini” surges

Occasional major FM current surges, most recent 12/9/04
	DEGRADED

Long wave channel degradation since 15 Dec 04

Occasional major FM surges, most recent

12/9/04

TOAR 441 submitted 11 Jan04

HIRS filter heater turned OFF 1/18/04


	NOMINAL

1 Pixel cross track  misalignment .
	HIRS-4 replacing HIRS-3

	MHS/MIU


	
	
	
	
	
	Replaces AMSUB

	MSU
	ON / INOP

Turned on  8/30/04

For power balance 
Scan Motor OFF  since 3/12/03
	Operational

Scan motor and antenna problems
	
	
	
	

	SSU
	
	Nominal
	
	
	
	

	DCS
	Nominal
	Nominal
	Nominal
	Nominal
	Nominal
	

	SARR
	
	Nominal
	Operational

A-Side, AGC Mode

Intermittent failures for 243MHz  A&B 
	Operational

A-side, AGC Mode

(B-side in FG mode)

243 MHz = INOP.
	Nominal

A-side

All AGC Mode 
	

	SARP
	
	OFF

Power Failure
	Nominal

RCVR B/W = 2
	Nominal

RCVR B/W = 2 
	Nominal
	

	SEM
	ON/Nominal

Turned on 8/30/04

Elec-CH-HVPS=4

Prot-CH-HVPS=0
	Operational 

Elec-CH-HVPS=0

Prot-CH-HVPS=0

1 of 4 Telescopes inoperative
	Nominal

E-CDEM-HVPS=2

P-CDEM-HVPS=0
	Nominal 

E-CDEM-HVPS=5

P-CDEM-HVPS=4
	Nominal

E-CDEM-HVPS=2

P-CDEM-HVPS=3
	

	SBUV
	
	Degraded

Grating motor sticks 

Flex memory 3 (giant step) ops suspended indefinitely on 12/2/03

Reduced operations  started 6/5/03
	
	Operational
Degraded Ozone data 

Backup Diffuser inop

Primary Diffuser deployment problem TOAR 426 

AMSU EMI causing erratic Behavior  in PMT cathod, range 3 
	Nominal

Anode Mode 

	 

	SADPOS 


	
	
	N/A
	ON 

Enabled MFactor50%

Autonomous implementation 10/14 
	ON

ENABLED


	

	THERMAL

Heaters, louvers

TCE’s
	Nominal

TCE’s back to nominal configuration following 7/25/04 UVtrip.  
	Nominal
	TCE26 & 15H 

Telem invalid 

TOAR 432 

HIRS FW Heat OFF

TCE24L&25L (HIRS & AVHRR) failed 5/13/98

RCE thermostat failed 5/13/98

S/C in strong cooling trend
	Nominal

TCE24 OFF 4/14 (AVHRR H&L)

HIRS Filter heater turned OFF 1/18/05


	TCE3H Batt 2A heater failed ON, turned off 8/26/03  TOAR 428

CLOSED 9/14/04 no corrective action possible.

AMSU-A1 survival heaters on 10/29/03 
	

	
	N12
	N14
	N15
	N16
	N17
	NOAA-N18


COMMENTS/CHANGES:

NOAA-12
There were no changes on N12 during the past reporting period.

NOAA-14:
N14’s DTR3A continued to perform less than nominally after the restack operation (CP INIT3A) that was performed on 25 Jan.  In general, performance degraded further with some playbacks not achieving lock at all during the support while many others were very late in locking up (illustration 1).  In response, NOAA downgraded this recorder to RED status and directed scheduling to take the recorder out of the operational rotation.  Additional testing may be implemented but none is yet planned.  Will Chadwick, the EMOSS POC for this situation, will be generating a TOAR to ensure proper tracking.

The N14 power situation remained stable last week (illustration 2) as the percentage of time that N14 spends in darkness each orbit trended slowly downward.  Plans are being developed to change VT levels on all three batteries (Battery-1 from 8/11 to 7/11, Battery-2 from 9/11 to 8/11 and Battery-3 from 8/11 to 7/11) as well as reduce the power survival safestate trigger to 19.0 (from 19.4) volts with an implementation date expected to be on or about 3 Feb.  Carl Gliniak and Jon Woodward are POC’s.

NOAA-15:
The N15 AMSU-A1 was nominal and stable throughout the past reporting period (Illustration 3).  It is being reported 

on here because of recent statements by NOAA management and payload users regarding the high priority of this instrument within the POES constellation.

The N15 AVHRR scan motor current abruptly jumped more than 10 mAmps on 27 Jan and has remained at this relatively elevated value since that time (illustration 4).  Also increasing to a similar degree at this time was the synch delta value although it remained well within a nominal range and has even started to return back to its previous values (illustration 5).  Not participating in this change in operational profile was the AVHRR component temperatures which remained stable and nominal and imagery which also appears to be nominal.  

The N15 AMSU-B was stable last week while the HIRS was generally erratic with numerous “mini” filter motor current surges that stayed within typical ranges (illustration 6).  There were no reports of image degradation from any of these payloads during the past reporting period.

On 1 Feb the RF conflict between N12 and N15 ended.  Therefore, at 15:00Z on that day, the N15 VTX-1 transmitter was commanded back on out of stored commands.  N15 APT data is now back on line.

NOAA-16
The N16 HIRS continued to degrade slightly during the past week as its filter motor current approached new highs 

while its amplitude between the high and low value also widened.  Interestingly, the period monitor value reacted in the opposite direction at this same time period by tightening its high low amplitude while the filter motor current was degrading.  Users have been reporting that the HIRS long wave imagery remains well outside nominal.  As of the last HIRS anomaly response team meeting (19 Jan) a plan to command the HIRS to high power mode was proposed but tabled until product (IPD) personnel could perform a risk/benefit assessment of this operation relative to HIRS and AMSU-A1 products.  On 20 Jan IPD requested that the team shelve this operation indefinitely.  The reason for this request was that users stated that AMSU data has a much higher priority at this time than HIRS imagery and they have concerns about any additional heat that the HIRS in high power mode might emanate to the AMSU.   This concern originated because of the possible (but unconfirmed) correlation between a degradation of AMSU products while the HIRS heater was on last week and the improvement in the AMSU products after the HIRS heater was turned off.  Since the heater has been off the AMSU has remained nominal and products personnel would prefer not to attempt any operation that might interrupt the AMSU data again.  Therefore, at the present time there is no additional plans for HIRS reconfiguration and no new scheduled meeting of the HIRS anomaly response team.  See illustrations 7-10 for graphical analysis of this situation.

The N16 AVHRR was generally nominal during the past reporting period (illustration 11) with the scan motor current rising slightly outside of the “previous nominal range” for the first time in a couple of months.  On the positive side, synch delta values remain very nominal as does imagery with no bar codes (since 3 Aug 04) and no showed no wave patterns apparent to EMOSS engineering analysis (illustration 12).  Finally, AVHRR temperatures remained stable and nominal last week while TCE24 remains off and rephase enable operations continue once per orbit over the South Pole with no actual MIRP rephasing occurring (and hence no frame losses) in the past 9 weeks.  

EMOSS engineers continue assessing the necessity of swapping TIP sides on N16 (as it was done for N15 in April of 2003) sometime during the next several months (in conjunction with factory personnel being on site for N18 sims and operations).  No determination or implementation date has yet been made.  Jon Woodward and Will Chadwick are POC’s.

The N16 ADACS subsystem was nominal during the past reporting period (illustration 13).

NOAA-17:
The N17 AVHRR was very stable during the past week (illustration 14) with nominal synch delta values and distortion 

free imagery.    EMOSS is continuing to monitor this payload very closely.  Sally House is POC.

The N17 ADACS subsystem was nominal during the past reporting period (illustration 15).

NOAA-N:
EMOSS personnel are continuing to prepare for the upcoming dress rehearsal #2 scheduled to commence on 10 Feb in 

addition the team continues to support data base development and testing for both N18 and N28.  

For a detailed calendar of events leading up to the 19  Mar launch go to the following web address:   https://www.qssmeds.com/~ddipaula/noaa-n_cal.htm.  

Misc:
The EMOSS POES team has completed its annual state of the constellation annual report which examines every 

situation faced by the EMOSS team as it pertained to POES spacecraft operations and engineering support during 2004.  The report is approximately 300 pages in length and contains over 1000 graphics.  Jeff Devine was EMOSS POC for generating this report.  Three complete copies of this document were generated although additional copies can be produced if necessary.

End of month pass statistics can be found at the end of this report.  The categories from 2004 have been changed in the “PASS RESULTS” and “PASS PROBLEM CAUSES” information in order to improve the usefulness of the se reports.  
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Illustration 1:  N14 DTR3A Analysis

(Note the difference in motor current ramp up between a good playback and a bad playback.

Unit taken out of service on 1 Feb and not expected to return.)
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Illustration 2:  N14 EPS Analysis

(Everything looks nominal approaching the reconfigurations planned for this week)

[image: image10.wmf]
Illustration 2:  N15 AMSU-B and AVHRR Analysis 

(Generally nominal, with better stability in AMSU-B than previous report)

Illustration 3:  N15 AMSU-A1 Health Analysis

(Nominal and Stable)

[image: image11.png]ASRC AEROSPACE




Illustration 3:  N15 AVHRR & AMSU-B Health Analysis

(Nominal and Stable)

Illustration 4:  N15 AVHRR Health Analysis

A surge in scan motor current apparently not reflected in any other value.

[image: image12.png]



Illustration 5:  N15 AVHRR Synch Delta and Imagery Analysis

(Despite the scan motor current surge and a coincidal surge in synch delta, imagery appears to have remained nominal and synch delta is going back to nominal as well.)
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HIRS Health Analysis

(Nothing new here)

Illustration 6:  N15 HIRS and AMSU-B Health Analysis

(Typical performance for both)
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Illustration 7:  N16 HIRS Health Analysis

(Notice the amplitude increase in the past several days on the filter motor current while the period monitor amplitude actually compresses slightly which is typically an indication of improvement. )


[image: image1]
Illustration 8:  N16 HIRS Imagery Analysis

(Not much has changed here in the past week.)
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Illustration 9:  N16 HIRS Trend Analysis

(Note the apparent inverse relationship between period monitor) and the filter motor current.  These plots indicate that while the filter motor current maximum value is just about reaching new highs, and its standard deviation, an indicator of stability, is at a new high, the period monitor appears to be improving.)
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Illustration 10:  N16 AMSU-A1 Health Analysis

(Nominal and steady)
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Illustration 5:  

Illustration 11:  N16 AVHRR Health Analysis 

(Note the very slight uptrend that will, hopefully, stabilize and/or reverse direction soon.)
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Illustration 12:  N16 AVHRR Imagery and Synch Delta  Analysis

(Everything looks perfectly nominal from this viewpoint.) 
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Illustration 13:  N16 Attitude stability

(Stable and nominal)
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Illustration 9:  N16 AMSU-A1 Health Analysis

Illustration 14:  N17 AVHRR Health and Synch Delta Analysis

(Stable and nominal notwithstanding the drop in synch delta on 29 Jan)
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Illustration 15:  N17 ADACS Analysis

(Generally nominal)

N17 CPU Single Event Upset Scrub Analysis

Last week and Cumulative

[image: image2.png]JDAY 24 % % 77 % E 0
Day Won Tues Weds Thurs Fii Sat Sun | Weekly | TOTAL
Date 24Jan 25Jan 26Jan_| 27Jan | 28Jan | 29Jan | 30Jan | TOTAL [since 7/26/02
CPUT Errors 0 0 0 0 0 0 0 148
CPUT Mem Location
CPU2 Errors 0 1 0 0 0 0 0 1 215
CPU2 Mem Location 40-48k even





[image: image3.png]uouyun

oo Hro-0e

02'thraugh 30! Jan 05

Event Upset Scrubs by Memory Segment

60 N1 7‘ Sin‘gle

50
40 [
30 [

PP 9g-gh
uer® Ngh-0p
PO Agr-0p

e X0vze

PO X0FZE

e NZE-+E

PO AZE-+E
er® ApZ-91
PPOIPZGL
e 4918
Ppoi9L-g
s Ng-0

PO g0

Memory Segment




POLAR SPACECRAFT TIP CLOCK ERROR

WEEK ENDING January 28, 2005

	DAY/DATE


	NOAA-12
	NOAA-14
	NOAA-15
	NOAA-16
	NOAA-17

	FRI.    01/21


	-642 msec
	+111 msec
	-068 msec
	       +030 msec
	+002 msec

	SAT.   01/22


	N/A
	+114 msec
	-070 msec
	       +030 msec
	+001 msec

	SUN.   01/23


	N/A
	+115 msec
	-070 msec
	       +030 msec
	+001 msec

	MON.  01/24


	-646 msec
	+116 msec
	-072 msec
	       +029 msec
	     0 msec

	TUE.   01/25


	-647 msec
	+117 msec
	-073 msec
	       +031 msec
	+002 msec

	WED.  01/26


	N/A
	+118 msec
	-072 msec
	       +030 msec
	+002 msec

	THU.   01/27


	N/A
	+118 msec
	-074 msec
	       +031 msec
	+002 msec


EMOSS POC for this chart is JIM SHEPHERD

NOAA-12  
*Alternating +/- 500 millisecond clock jumps will occur at 76-day intervals as long as fractional second daily ETCUP is utilized to manage clock drift. Next +500 mS jump is expected on 1/30/05.  

Daily ETCUP bias of +6.5 mSec started on 12/10/03. 
NOAA-14:  
As of 1223/03 the TIP clock is corrected daily by –7.0 msec to compensate for drift.



Subtracted 150 mSecs on 30 June 

NOAA-15:  
As of 04/23/03 the TIP clock is corrected daily by –8 msec to compensate for drift.



Added 100 msec to spacecraft command clock on 31 Aug 04
NOAA-16:  
As of 12/23/03 the TIP clock is corrected daily by –5.5 msec to compensate for drift.



Subtracted 100 msec from spacecraft command clock on 31 Aug 04.
NOAA-17:  
As of 12/23/03 the TIP clock is corrected daily by –3 msec to compensate for drift.



Added 125 Msecs3 Feb 04.
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These are passes where problems were encountered. They do not depict whether the spacecraft or the CDA was the actual cause of the problem, only that they occurred while support was being conducted on this particular spacecraft or during that particular CDA support.
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