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ALSO SEE: http://www.oso.noaa.gov/poesstatus/                         EMOSS-2

For changes or comments contact Jeff Devine 301-817-4020


POLAR Spacecraft Status As of: Tues 4 Jan 05  16:00 EST

(changes from last week in bold border)
	Subsystem/

Component
	NOAA-12D

AM: 1648=AN

STIP data only
	NOAA-14J

AM: 2019=AN

STIP data only
	NOAA-15K

AM: 1817=AN

GAC data only
	NOAA-16L

PM: 1430=AN

GAC&LAC data
	NOAA-17M

AM:  2224=AN

GAC&LAC data
	NOAA-N18
Planned PM

Plan AN=14:00

	LAUNCHED 
	05/14/91
	12/30/94
	05/13/98
	09/21/00
	6/24/02  
	NET 19Mar05

	CNTL OBP
	OBP2
	OBP2

 OBP1 inoperative
	OBP2


	OBP2


	OBP2


	Dress Rehearse #1

13Jan

	BUS
	B-BUS

XSU-1
	B-BUS

XSU2 (XSU1 inop)
	B-BUS

XSU-1
	B-BUS

XSU-1
	B-BUS

XSU-1
	

	BUS VETO
	NO
	NO
	NO
	NO
	NO
	

	ADACS

X=Yaw

Y=Roll

Z=Pitch 
	Nominal Mode

RGmode=Monitor
Gyro chans=XYZ
	Nominal Mode

Rgmode=Disabled

Gyro chans=XYZ

SS check Disabled when mode=YGC 
	Nominal Mode

Rgmode=Monitor

Gyro-3 Off 6/26/00 Gyro chans=AAB 

N2 Low PSI invalid
	Nominal Mode

Rgmode=Monitor

Gyro-3 Off 6/10/04

Gyro chans=AAA

Gyro3 TOAR 427

ESA sun glint season
	Nominal Mode

Rgmode=Monitor
Gyro-3 Off 6/10/04
Gyro chans=AAB

Gyro3 TOAR 436
	New 

ring laser gyro

	RXO
	PRI

BU random enables
daily bias+6.5 mS
	PRI

BU random enables daily bias–7.0 mS 
	PRI
daily bias -8 mS

+100 mS  31Au04
	PRI

Daily Bias –5.5 mS

-100 mS  31Au04 
	PRI

Daily Bias –3 mS


	 

	CLOCK DIV
	2
	2
	2
	2
	2
	

	MIRP
	External Synch

Rephase Enabled
	External Synch

Rephase 0730 Daily
	External Synch Rephase 0730 daily
	External Sync

Rephase each orbit
	External Sync

Rephase Enabled


	

	TIP SIDE
	1
	1
	2

(since 4/23/03)

3 Channels inop
	1 

Analog telem drifting


	1

Analog telem drifting
	

	DTRs
	3A, 4, 5B 
Safestate 5B

As of 8 Dec 04
	1, 2B, 3A, 5 Safestate- 1B


	1, 2, 3, 4 Safestate 1B EOT
	1,2,3,4A

Safestate 3A

4B STIP only
	1,2,3,4

Safestate=1B

DTR2-SSR
	All solid state digital recorders

	VTX

(APT data)
	#1 ON

137.50 MHZ
	OFF

Since 8/14/02 
	OFF

1/1/05 through 2/1/05 conflict with N12
	INOP

OFF since 11/15/00
	#2 ON

137.62 MHZ
	#1=137.1 MHZ #2=137.9125 MHZ

	BTX
	#1

136.77 MHZ
	#2

137.77 MHZ
	#1

137.35 MHZ
	#1

137.35 MHZ
	#2

137.77 MHZ
	

	STX

#1=1698.0 mhz

#2=1702.5 mhz

#3=1707.0 mhz

#4=2247.5 mhz
	1 – HRPT;

2,3 - Playback
	3 – HRPT

2, 1 – Playback
	2-Omni HRPT

4-Playback

1,2,3-Degraded
	1 – HRPT;

2– Playback; 

4 – Playback

3 low power unused
	3 – HRPT    

TOAR424 low power

1&2 Playback
          4 – TIP


	 

	POWER

(Array offset, charge and eclipse states, sun angle)


	ArrayOff +50
since 8/31/04

Full Sun 

Battery UVtrip 7/25 

Sun Angle 21 

steady trend 

Batts 1&2=LRC

V/T=4 

Shunt degraded

SA CANT=37 degs
	Array Off -55

Since 8/21/03
Eclipse all year

Sun Angle at 35 down trend to 32

Batts 1-3= LRC

Batts 1&3V/T=8/11

 Batt2 VT=9/11 

Shunt Degraded 

SA CANT=22 degs
	Array Off  -45

Since 1/25/01

Full Sun 

Sun Angle 14

New downtrend to 0 degs in lat Feb

Batts 1-3= LRC

V/T=7/9

SA CANT=37 degs
	Array  Off -40

Since 7/16/02 

Eclipse all year

Sun Angle 54
Uptrend to 55

Batts 1-3= LRC

V/T=4/8

SA CANT=22 degs
	Array Off. –40
Since 1/29/04

Eclipse all year

Sun Angle at 64

Down trend to 62

Batts 1-3= LRC
V/T= 4/8

SA CANT=37 degs
	

	AVHRR
	Nominal


	INOP

Scan motor stalled

14 Apr 04
	Nominal

Rare major scan motor surges. Last 

Incident  11/18/04
	Nominal

TCE24 OFF 4/14

Chan 3B only. 
	Nominal
3A-B switch enabled

Scan Motor less stable than desired
	New brushless scan motors

	AMSU-A1


	
	
	Operational

Ch14 inoperative

Ch11 inoperative


	Operational
Primary PLLO chans 9-14  bias shift.

Backup PLLO inop
	OFF/INOP

Since 10/30/03

Survival heat on.  
	

	AMSU-A2
	
	
	Nominal
	Nominal
Space Position-2


	Nominal
	

	AMSU-B 
	
	
	Operational

Bias in All Chans.  

Motor surges most recent 11/14/04

Recent instabilities

IPD Reports of degraded data on Chan-3 since 4/30
	Operational 

Space Position-3

IPD reports channel 8 degradation
	Nominal


	Replaced by MHS

	HIRS
	ON / INOP

Turned on  8/30/04

For power balance

Filter Wheel turned OFF 10/17/02.  
	NOMINAL

Operational

Occasional loss of Fwheel synch
	VARIABLE

FW mode=Hi Powr

FW Heater OFF  
Frequent Filter Motor current “mini” surges

Occasional major FM current surges, most recent 12/9/04
	Operational

Occasional major FM surges, most recent

12/9/04

IPD Reports long wave channels out of NEDN spec  1/3/05


	NOMINAL

1 Pixel cross track  misalignment .
	HIRS-4 replacing HIRS-3

	MHS/MIU


	
	
	
	
	
	Replaces AMSUB

	MSU
	ON / INOP

Turned on  8/30/04

For power balance 
Scan Motor OFF  since 3/12/03
	Operational

Scan motor and antenna problems
	
	
	
	

	SSU
	
	Nominal
	
	
	
	

	DCS
	Nominal
	Nominal
	Nominal
	Nominal
	Nominal
	

	SARR
	
	Nominal
	Operational

A-Side, AGC Mode

Intermittent failures for 243MHz  A&B 
	Operational

A-side, AGC Mode

(B-side in FG mode)

243 MHz = INOP.
	Nominal

A-side

All AGC Mode 
	

	SARP
	
	OFF

Power Failure
	Nominal

RCVR B/W = 2
	Nominal

RCVR B/W = 2 
	Nominal
	

	SEM
	ON/Nominal

Turned on 8/30/04

Elec-CH-HVPS=4

Prot-CH-HVPS=0
	Operational 

Elec-CH-HVPS=0

Prot-CH-HVPS=0

1 of 4 Telescopes inoperative
	Nominal

E-CDEM-HVPS=2

P-CDEM-HVPS=0
	Nominal 

E-CDEM-HVPS=5

P-CDEM-HVPS=4
	Nominal

E-CDEM-HVPS=2

P-CDEM-HVPS=3
	

	SBUV
	
	Degraded

Grating motor sticks 

Flex memory 3 (giant step) ops suspended indefinitely on 12/2/03

Reduced operations  started 6/5/03
	
	Operational
Degraded Ozone data 

Backup Diffuser inop

Primary Diffuser deployment problem TOAR 426 

AMSU EMI causing erratic Behavior  in PMT cathod, range 3 
	Nominal

Anode Mode 

	 

	SADPOS 


	
	
	N/A
	ON 

Enabled MFactor50%

Autonomous implementation 10/14 
	ON

ENABLED


	

	THERMAL

Heaters, louvers

TCE’s
	Nominal

TCE’s back to nominal configuration following 7/25/04 UVtrip.  
	Nominal
	TCE26 & 15H 

Telem invalid 

TOAR 432 

HIRS FW Heat OFF

TCE24L&25L (HIRS & AVHRR) failed 5/13/98

RCE thermostat failed 5/13/98

S/C in strong cooling trend
	Nominal

TCE24 OFF 4/14 (AVHRR H&L) 


	TCE3H Batt 2A heater failed ON, turned off 8/26/03  TOAR 428

CLOSED 9/14/04 no corrective action possible.

AMSU-A1 survival heaters on 10/29/03 
	

	
	N12
	N14
	N15
	N16
	N17
	NOAA-N18


COMMENTS/CHANGES:

NOAA-12
There were no changes to N12 in the past reporting period.

NOAA-14:
The N14 power situation remained stable last week (illustration 1) as the percentage of time that N14 spends in darkness each orbit trended slowly downward.  Plans are in place to change VT levels on all three batteries (Battery-1 from 8/11 to 7/11, Battery-2 from 9/11 to 8/11 and Battery-3 from 8/11 to 7/11) as well as reduce the power survival safestate trigger to 19.0 (from 19.4) volts with an implementation date that remains TBD.  Carl Gliniak and Jon Woodward are POC’s.

NOAA-15: 
The N15 AMSU-B was generally stable last week (illustration 2) as were the AVHRR scan motor current, 

temperatures and synch delta values (illustration 3 & 4) while the HIRS was generally erratic with numerous “mini” filter motor current surges that stayed within typical ranges (illustration 5).  There were no reports of image degradation from any of these payloads during the past reporting period.

The VTX transmitters for both N12 and N15 came into conflict on 1 Jan 05 and, as is the standard operating procedure for this situation, the N15 VTX-1 (transmitting APT data) was turned off for the duration of the conflict (expected to end 1 Feb 2005).  Will Chadwick is EMOSS POC.

NOAA-16
On 3 Jan 04, EMOSS engineering were notified by IPD that the noise in the longwave channels of N16 HIRS which 

had been increasing steadily since the summer of 2004 had recently reached new highs resulting in all longwave channels being out of NEDN noise specification by a large amount.  In addition IPD (Changyong Cao) stated that it appears that this "pepper noise" has begun to affect products.   Listed below are the current channels affected and the margin by which they are exceeding spec.

 Sample orbit on Dec. 29, 2004              Average     Specification 
  Channel        1 NEDN out of spec      5.19869       3.00000 
  Channel        2 NEDN out of spec      1.38493       0.670000 
  Channel        3 NEDN out of spec      1.20069       0.500000 
  Channel        4 NEDN out of spec      0.822090     0.310000 
  Channel        5 NEDN out of spec      0.657814     0.210000 
  Channel        6 NEDN out of spec      0.641737     0.240000 
  Channel        7 NEDN out of spec      0.408284     0.200000 
  Channel        8 NEDN out of spec      0.115720     0.100000 
  Channel        9 NEDN out of spec      0.230344     0.150000 
  Channel      10 NEDN out of spec      0.448184     0.150000 
  Channel      11 NEDN out of spec      0.320325     0.200000 
  Channel      12 NEDN out of spec      0.440428     0.200000 

EMOSS engineering have recently been notifying the NOAA community of a somewhat less than stable HIRS filter motor.  According to our analysis, from an engineering perspective, the HIRS is running at relatively high but not necessarily anomalous filter wheel current values (averaging about 170 mAmps), the period monitor is also a little more erratic but the filter wheel synch has been locked solid (illustrations 6 & 7).  In addition, imagery quality as analyzed by EMOSS engineers on the PIDES system has not shown a significant change between recent days and last month of 2004 (illustration 8).  Conversely, users are seeing degradation and that is what matters most.   In the past during "true" HIRS anomalies (where filter wheel lock was lost for extended periods) we have turned the heater on in the hope of lowering the filter motor current to the point that filter wheel lock was re-achieved.  However, historically, when we turn this heater on, HIRS data is usually impacted significantly by the noise the heater introduces.  One other option would be to change to HIRS power setting from its current low/normal setting to high power (as it is on N15).   

NOAA engineering is planning on convening a meeting with the HIRS products and engineering community within the next day or two to decide which course of action to take in order to arrest this imagery degradation.  This meeting will be a telecom on Thursday, 6 Jan at  2:30 p.m. eastern time.  For those who would like to participate, the number is     Outside NOAA call 301-817-4220,   Inside NOAA dial 2000  Wait for a dial tone, followed by 2 short beeps,  Enter 1016*,  then  Enter 1234#  and you should be into the conference.

The N16 AVHRR scan motor was nominal during the past reporting period (illustration 9) with stable motor current, temperature and near perfect synch delta values (illustration 10) coupled with no obvious or reported imagery degradation.  TCE24 remains off and rephase enable operations continue once per orbit over the South Pole with no actual MIRP rephasing occurring (and hence no frame losses) in the past 6 weeks.  

The N16 ADACS was nominal during the past reporting period.  The Earth Sensors appear to have completed their “sun glint season” as their integrator values return back to a more nominal level (illustration 11).

NOAA-17:
The N17 AVHRR was generally stable except although several “mini” scan motor current surges (illustration 12) were 

observed in the past week with a corresponding increase in synch delta(illustration 13) albeit still very much within nominal values.  EMOSS is continuing to monitor this payload very closely.  Sally House is POC.

The N17 ADACS was nominal during the past reporting period (illustration 14).  

NOAA-N:
No changes since last week.  For a detailed calendar of events leading up to the 19  Mar launch go to the following web 

address:   https://www.qssmeds.com/~ddipaula/noaa-n_cal.htm.  EMOSS is preparing for the first dress rehearsal on 13 Jan by performing an internal launch sim scheduled for 5 Jan.

MISC:
EMOSS engineers spent much of the past week preparing for, responding to and implementing regression testing for 

the new CWS hardware which was recently installed at SOCC.  No MAJOR problems were discovered that would postpone the scheduled move of this new CWS into the SOCC for parallel operations, starting Thursday, 5 Jan.

End of month pass stats can be reviewed  at the end of this report.
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Illustration 1:  N14 Power Analysis 

(Holding steady to slightly improved)
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Illustration 2:  N15 AMSU-B Health Analysis

(Generally steady and nominal)
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Illustration 3:  N15 AVHRR Health Analysis

(Generally steady and nominal)
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Illustration 4:  N15 AVHRR Synch Delta Analysis

(Steady and nominal)
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Illustration 5:  N15 HIRS Analysis

(Generally unsteady but typical)
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Illustration 6:  N16 HIRS History Analysis

(Generally steady but at higher than desired levels, relative to next page)
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Illustration 7:  N16 HIRS Trend Analysis

(Generally unsteady relative to its 4 year history but not as bad as it has been.  Imager began degrading in mid-2004 when the engineering values were actually significantly improved.  )
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Illustration 8:  HIRS Imagery Comparison of Channel-3 Imagery

(PIDES system files do not go back any earlier than 24 Dec 04 so comparisons with images prior to the time degradation began started in the summer of 2004 is not easily performed within EMOSS)
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Illustration 9:  N16 AVHRR Health Analysis

(outstanding)
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Illustration 10:  N16 AVHRR Synch Delta Analysis

(also, outstanding)
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Illustration 11:  N16 Attitude Control Analysis

(Nominal and steady)
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Illustration 12:  N17 AVHRR Analysis

(Generally nominal and steady with occasional “bumps”)
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Illustration 13:  N17 AVHRR Analysis

(Also generally nominal and steady with occasional “bumps”)
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Illustration 14:  N17 Attitude Control Analysis

(A bit high on Yaw updates in recent days.  Something to keep an eye on.)

N17 CPU Single Event Upset Scrub Analysis

Last week and Cumulative
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POLAR SPACECRAFT TIP CLOCK ERROR

WEEK ENDING December 31, 2004

	DAY/DATE


	NOAA-12
	NOAA-14
	NOAA-15
	NOAA-16
	NOAA-17

	FRI.    12/24


	-627 msec
	+091 msec
	-049 msec
	       +011 msec
	-008 msec

	SAT.   12/25


	N/A
	+097 msec
	-051 msec
	       +015 msec
	-009 msec

	SUN.   12/26


	N/A
	+095 msec
	-049 msec
	       +015 msec
	-007 msec

	MON.  12/27


	N/A
	+094 msec
	-048 msec
	       +015 msec
	-007 msec

	TUE.   12/28


	N/A
	+092 msec
	-049 msec
	       +015 msec
	-007 msec

	WED.  12/29


	N/A
	+095 msec
	-054 msec
	       +016 msec
	-008 msec

	THU.   12/30


	-631 msec
	+097 msec
	-052 msec
	       +015 msec
	-005 msec


EMOSS POC for this chart Jim Sheperd

NOAA-12  
*Alternating +/- 500 millisecond clock jumps will occur at 76-day intervals as long as fractional second daily ETCUP is utilized to manage clock drift. Next +500 mS jump is expected on 1/30/05.  

Daily ETCUP bias of +6.5 mSec started on 12/10/03. 
NOAA-14:  
As of 1223/03 the TIP clock is corrected daily by –7.0 msec to compensate for drift.



Subtracted 150 mSecs on 30 June 

NOAA-15:  
As of 04/23/03 the TIP clock is corrected daily by –8 msec to compensate for drift.



Added 100 msec to spacecraft command clock on 31 Aug 04
NOAA-16:  
As of 12/23/03 the TIP clock is corrected daily by –5.5 msec to compensate for drift.



Subtracted 100 msec from spacecraft command clock on 31 Aug 04.
NOAA-17:  
As of 12/23/03 the TIP clock is corrected daily by –3 msec to compensate for drift.



Added 125 Msecs3 Feb 04.
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POES Passes By Spacecraft (1288 in Nov, 1322 in Dec)
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POES Passes By CDA Supporting 
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Problem Passes: Something out of the ordinary, not necessarily anomalous.

C

Anomalous Passes (LTN):  Something went wrong during support.

D

Incident Report Passes: Problem reported on Web Status Page

E

Notification Req'd Passes: Engineers required to be notified of problem.

F

S/C Problem Passes: The problem on this pass was spacecraft related

G

Callup Passes: Passes not originally scheduled

H

SCR Commanding Passes:  Special commanding required, reported on Web Status page

I

Passes where data was lost and not recoverable

J

Passes where data was lost and was recovered on later passes

K

Mystery Playbacks


       A: Nominal Passes = 1262 (97.98%) in Nov

and 1295 (97.96%) in Dec 

POES Passes By Result
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POES Problem Passes By Perceived Cause
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POES Problem Passes by Spacecraft

(Spacecraft was NOT necessarily the cause of the problem)

[image: image28.png]Channel 3: 24 Dec 04 Channel 3: 4 Jan 05




POES Problem Passes by Supporting CDA

(CDA was NOT necessarily the cause of the problem)

POES Engineering Contact List

Government

Renee Smith-Dearing  NOAA POES Constellation Lead 

301-817-4117

Dong Han:  NOAA, POES Payloads




301-817-4127

Micky Fitzmaurice:  NOAA, POES Bus, IJPS


 301-817-4016

Nicolaie Todirita (Todi): NOAA Ground Systems


301-817-4229

EMOSS-2 Contractor

Jeff Devine: EMOSS POES Lead
 



301-817-4020

Jim Walters:  EMOSS, POES Payload Engineer


301-817-4033

Angelique Riley, EMOSS, POES Comm and DHS (outgoing)
301-817-4028

Carl Gliniak, EMOSS POES Power and Thermal 


301-817-4207

Jim Sheperd, EMOSS POES Attitude Control


301-817-4030

Jon Woodward EMOSS, POES Flight Software C&CS

301-817-4019

Sally House EMOSS POES Payloads (in training)


301-817-4026

William Chadwick EMOSS, POES Comm and DHS (in training)
301-817-4015



















































































































